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Abstract—With the trend going on in ubiquitous computing,
everything is going to be connected to the Internet and its data
will be used for various progressive purposes, creating not only
information from it, but also, knowledge and even wisdom.
Internet of Things (IeT) becoming so pervasive that it is
becoming important to integrate it with cloud computing because
of the amount of data ToT’s could generate and their
requirement to have the privilege of virtual resources utilization
and storage capacity, but also, to make it possible to create more
usefulness from the data generated by loT’s and develop smart
applications for the users. This IoT and cloud computing
integration is referred to as Cloud of Things in this paper. IoT’s
and cloud computing integration is not that simple and bears
some key issues. Those key issues along with their respective
potential solutions have been highlighted in this paper.
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1.  INTRODUCTION

By now, people are familiar with cloud computing and the
expanding Internet of Things (IoT). Time now demands
integration of ToT’s and cloud computing. With the trend
going on, in near future, number of connected devices would
be hundreds of times larger than the number of people
connected. It is expected that by 2012, 20 households will
generate more Internet traffic than the whole Internet used to
do in year 2008 [1].

A. Internet of Things

[oT, the term first introduced by Kevin Ashton in 1998, is a
future of Internet and ubiquitous computing [2].  This
technological revolution represents the future of connectivity
and reachability. In IoT, ‘things’ refer to any object on face of
the Earth, whether it is a communicating device or a non-
communicating dumb object. From a smart device to a leaf of
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a tree or a bottle of beverage, anything can be part of Internet.
The objects become communicating nodes over the Internet,
through data communication means, primarily through Radio
Frequency Identification (RFID) tags. loT include smart
objects as well. The objects that are not only physical entities,
but also digital ones and perform some tasks for humans and
the environment. This is why, 1oT is not only hardware and
software paradigm, but also include interaction and social
aspects as well [3].The architecture of IoT is usually
considered to be 3-layer, with Perception layer, Network layer,
and Application layer, but some [4][2] add two more layers:
Middleware layer and Business layer. This five layer
architecture is described in figure 1.

Application Layer

Figure 1. Internet of Things layers

Proceedings of 2014 11th International Bhurban Conference on Applied Sciences & Technology (IBCAST)
Islamabad, Pakistan, 14th — 18th January, 2014 414



Perception layer is the lowest layer in the ToT architecture. As
the name suggests, its purpose is to perceive the data from
environment. All the data collection and data sensing part is
done on this layer [5]. Sensors, bar code labels, RFID tags,
GPS, camera, lie in this layer. Identifying object/thing and
gathering data is the main purpose of this layer.

Network layer collects the data perceived by the Perception
layer. Network layer is like the Network and Transport layer
of OSI model. It collects the data from the lower layer and
sends to the Internet. Network layer may only include a
gateway, having one interface connected to the sensor network
and another to the Internet. In some scenarios, it may include
network management center or information processing center.

Middleware layer receives data from Network layer. Its
purpose is service management and storage of data. It also
performs information processing and takes decisions
automatically based on results. It then passes the output to the
next, Application layer [4].

Application layer performs the final presentation of data.
Application layer receives information from the Middleware
layer and provides global management of the application
presenting that information, based on the information
processed by Middleware layer. Depending upon the type of
devices and their purpose in Perception layer and then on the
way they have been processed by the Middleware layer,
according to the needs of user, Application layer presents the
data in the form of: smart city, smart home, smart
transportation, vehicle tracking, smart farming, smart health
and other many kinds of applications [4].

Business layer is all about making money from the service
being provided. Data received at the application layer is
molded into a meaningful service and then further services are
created from those existing services. Furthermore, information
is processed to make it knowledge and further efficient means
of usage make it wisdom, which can earn a good amount of
money to the service provider.

[oT works on the basis of Machine-to-Machine (M2M), but
not limited to it. M2M refers to communication between two
machines, without human intervention. In IoT, even non-
connected entities can become part of IoT, with a data
communicating device, like a bar-code or an RFID tag, sensed
through a device (may even be a smart phone sensing it),

which eventually is connected to the Internet. In ToT, non-
intelligent objects, known as ‘things’ in IoT terminology,
become the communicating nodes.

B.  Cloud Computing

Cloud computing, the recent trend in IT, takes computing
from desktop to the whole World Wide Web and yet, the user
doesn’t need to worry about maintenance and managing all
the resources. User has to bear only the cost of usage of
service(s), which is called, pay-as-you-use, in cloud
computing terms. With this cloud computing, a smart phone
can become a large data center. Cloud computing is extended
form of distributed computing, parallel computing, and grid
computing [6].

Cloud computing provides four categories of services,
namely: Software as a Service (SaaS), Platform as a Service
(PaaS), Networks as a Service (NaaS), and Infrastructure as a
Service (1aaS) [7]. SaaS refers to application working over the
Internet which is available for the user on pay-as-you-go basis
[8]. User does not need to store, install, and maintain the
application. Instead, only Internet connectivity is required to
access the service that has been rented out by the SaaS service
provider on the cloud. PaaS is providing a platform to build
applications and services, with all the toolkits and resources
required to do so [9]. NaaS provides virtual network(s) to the
users. User can have as many numbers of networks as
required, with desired segmentation and policy enforcement.
With NaaS, user can also have heterogeneous networks, for
example, IPv4 and IPv6 segments working in co-existence or
separately. [aaS provides computation and storage services on
rental basis. Instead of purchasing expensive machines,
servers, and storage devices, even for small tasks, user can
outsource this task to the TaaS service provider. With storage
in TaaS, not only the data is stored by the IaaS service, but also,
it makes the data universally accessible over the Internet.

II. CLOUD OF THINGS

We are moving towards web3, the ubiquitous computing web.
Since 2011, number of connected devices has already
exceeded the number of people on Earth. Already, connected
devices have reached 9 billion and are expected to grow more
rapidly and reach 24 billion by 2020 [10]. Since, number of
connected devices is rapidly increasing, so there is going to be
a lot of data as well. Storing that data locally and temporarily
will not be possible any more. There is going to be a need of
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rental storage space. Also, this huge amount of data must also
be utilized in the way it deserved. Data must not only be
processed to form information and further, to form knowledge,
but it should be made a mean of wisdom for the user. This
asks for more processing, which is not possible at the loT end,
where devices are low cost and light-weight. Again,
processing and computation must also be available there on
rental basis. All this is possible with cloud computing. loT and
cloud computing working in integration makes a new
paradigm, which we have termed here as Cloud of Things
(CoT).

— i
B
-

Figurc 2. 1oT’s and cloud — data communication

II1. ISSUES IN CLOUD OF THINGS

It is not going to be that simple to allow everything become
part of IoT and then having all the resources available through
cloud computing. There lies some issues that have to be taken
care of to allow CoT prevail for the betterment of the world in
general and humanity in specific. Other than data and
resources, cloud has to deal with the business point of view as
well. CoT will create more business opportunities, making it
bigger threat from the attackers. Security and privacy,

specially, identity protection becomes very important in
hybrid clouds, where there is an essence of private and public
clouds, used by businesses [10]. In CoT, heterogeneous
networks will be involved, which support different types of
data and services. The network must have the flexibility to
support all types of data, according to their requirements, with
QoS support [10]. Some of the key issues are discussed below.

1) Protocol support

WiralessHART
IEEE 1451

laT

Figure 3. Protocol support

For different things to be connected to the Internet, different
protocols will be there in use. Even if there are homogenous
entities, for example a sensor IoT, then there is a possibility
sensors may be working on different protocols, like:
WirelessHART, ZigBee, IEEE 1451, and 6LOWPAN. Some
of the protocols will be supported by the gateway device,
while some protocols might not have a support. It all depends
upon the gateway, as well as the sensor being used. In user’s
perspective, cheaper or easily available sensor would be a
preference. So, it cannot be guaranteed whether a newly added
sensor will be successfully configured or not. Solution to this
kind of problem may be mapping of standardized protocols in
the gateway.

2) Energy efficiency

With sensor networks everywhere and connectivity with the
cloud will lead to a lot of data communication, which
consumes a lot of power. A typical wireless is composed of
four components: sensing unit, processing unit, transceiver,
and power unit. In case of video sensing, video encoding and
decoding, power plays a vital role. Normally, video encoding
is more complex, as compared to decoding. The reason behind
this is that for efficient compression, the encoder has to
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analyze the redundancy in the video [1]. It is not going be
suitable to have a temporary power supply, like batteries and
have to replace them every now and then. With billions of
sensors and low power devices, it is beyond possibility.
Having efficient usage of energy and rather permanent power
supply would be required. There should be means for sensors
to generate power from the environment, like, solar energy,
vibration, and air [11]. Also, effective sleep mode can be
handy in this regard as well.

3) Resource allocation

When 10T’s of entirely different and unexpected things would
be asking for resources on a cloud, resource allocation would
be a challenge. Because it would be very difficult to decide
how much a particular resource may be required by an entity
or a particular IoT. Depending upon the sensor and the
purpose for which sensor is being used, the type, amount, and
frequency of data generation, resource allocation has to be
mapped. Sending a sample packet from the newly added node
can also be useful.

4) Identity management

Communicating nodes over the Internet are identified
uniquely. When objects are becoming part of Internet (IoT),
they also need a unique identification. Also, in case of mobile
devices, like mobile sensor nodes on vehicles and other
objects, need to have identity mapping in the new network
they have just entered. Since IPv6 address space is believed to
be enough to support even this kind of ubiquitous networking,
assigning TPv6 addresses can be a more than reasonable way
in this regard.

5) IPv6 deployment

If TPv6 is to be used for the identification of communicating
objects, then formal deployment of TPv6 would also be an
issue. Unless a proper, standardized, and efficient mechanism
of TPv4-IPv6 coexistence is adopted, objects being assigned
IPv6 would be of no great benefit. Studies focusing on IPv4-
[Pv6 coexistence and smooth transitioning towards IPv6 must
be considered for this problem.

6) Service discovery

With Cloud of Things, the cloud manager or broker has the
responsibility to discover new services for the users. In ToT,
any object can become part of it at any moment and can leave
the IoT at any moment. Some of the IoT nodes may also be

mobile. It would be an issue to discover new services and their
status and update the service advertisement accordingly. For
complex and bigger IoT’s, there may be a need of IoT
manager as well, which can perform the responsibility of
managing the status of IoT nodes, track mobile nodes and
keep the updated status of existing nodes and newly added
nodes of its IoT. A uniform way of service discovery would
be required for this purpose.

7)  Quality of Service provisioning

As the amount of data increases and the type and
unpredictability also comes into play, QoS becomes an issue.
At any moment, any type and amount of data can be triggered.
It may also be an emergency data as well. Dynamic
prioritization of the requests would be required on cloud side
[J Gubbi]. QoS would mostly be measured in terms of
bandwidth, delay, jitter, and packet loss ratio. Depending upon
the type of data and its urgency to be sent to the sync node,
QoS must be supported.

8) Location of data storage

Location also matters for critical and latency or jitter sensitive
data. Time sensitive data, like video, should be stored in the
closest possible physical location to the user, so that minimum
possible time should be involved in accessing big data. For
multimedia data, nearest possible virtual storage server must
be allocated.

e
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Figurc 4. Location of data storage on the cloud

9)  Security and privacy

Security and privacy will become more of an issue with the
kind of ubiquitous computing we are going to have in future.
Data security would be an issue on IoT side as well as on
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cloud side. Similarly, in terms of privacy, more concern would
be there. On Feb 01, 2013, it was read on The Independent
[12], stating, “British internet users' personal information on
major 'cloud' storage services can be spied upon routinely by
US authorities”. So, sensitive or private data must also be
stored in a virtual storage server located inside the user’s
country or trusted geographical domain. This can be a friendly
country as well.

10) Unnecessary Communication of data

When anything would be able to connect to the Internet and
generate data, there is a possibility that at some stage it is no

longer necessary to upload the data to the cloud or sync device.

data to be sent. This kind of a gateway, we may call it ‘smart
gateway’ would help in better utilization of network and cloud
resources.

Feedback based 7

Application/Service

Sensors loT

spmasai  Conventional commurication

fressss hpart communication [leedback based)

Figurc 5. Smart gatcway, communicating data only when it is

needed

IV. CONCLUSION AND FUTURE WORK

This paper discusses about the expanding [oT’s and their
integration with cloud computing, for enhanced and more
useful service provisioning to the user and efficient utilization
of resources. This integration or working in coordination,
termed here as Cloud of Things (CoT), involves some key
challenges as well, which have been discussed in this paper.
More study on the impact of these issues, specially, keeping in
view the type of ToT and type of service being provided, can
be done in the future. Some of the data being generated by a
specific [oT may require special type of storage and

Momentarily, the data may not be required. In that scenario,
that either the device must be stopped from generating data or
gateway device must device when it is required to stop
uploading the data and not to consume resources of the
network and cloud for that while. It will also help in efficient
utilization of power. For this purpose, the gateway device,
connecting loT to the cloud, should be having extra
functionality to do a little processing before sending it to the
Internet and eventually to the cloud. Based on the feedback
from application, gateway must decide the timings and type of

development of application on it. This can as well be a
potential future work in this regard.
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