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a b s t r a c t

Traditional operators deploy and operate telecom networks that rely on monolithic network

elements that incorporate distinct network functions and implemented with a vertical in-

tegration of control and data planes. This mode of operation is transitioning towards a new

situation where the control plane is separated from the data plane, and the network functions

are no longer tightly bound to specific elements in the network. The two paradigms pushing in

that direction are Software Defined Networking (SDN) and Network Functions Virtualization

(NFV). This paper presents a number of challenges that traditional network operators must

adapt to during this transition. We categorize these challenges using three important dimen-

sions for telecom operators: operation, organization and business.

© 2015 Elsevier B.V. All rights reserved.
1. Introduction

Software Defined Networking (SDN) and Network Func-

tions Virtualization (NFV) are two major trends in the

telecom industry today. SDN proposes decoupling the con-

trol and data planes in network equipment (NE) and logically

centralizing that control while leaving the NE to forward traf-

fic, and enforcing policy according to instructions received

from the controller. This makes the network programmable

in a way that promises to be more flexible than the current

managed paradigm. NFV, on the other hand, envisages the

instantiation of network functions on commodity hardware,

breaking the monolithic approach of functional software and

hardware that exists in today’s vendor offerings. Although

they are separate initiatives it appears that SDN and NFV

are complimentary; one prevalent view in the industry is
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that ‘SDN enables NFV’. Undoubtedly these new trends will

change the telecom industry in many dimensions. While

the technological impacts have and are being extensively

studied (refer to [1] and the references inside for SDN, and

[2] for NFV), the implications of these changes on network

operators have not received the same attention.

This paper provides an overview of the challenges facing

operators in adopting SDN and NFV in production networks.

In the following sections we cover three main dimensions of

those challenges: operational, organizational, and business

issues. The motivation of this overview is to spur further re-

search and analysis and, we hope, the development of inno-

vative responses to address them. We summarize these chal-

lenges in Table I and include our initial assessment of their

relative significance.

2. Operational challenges

This section covers the challenges that relate to operator

activities concerned with the building and operation of net-

works.
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Table 1

Summary of identified challenges.

Dimension Area Challenge

Operational Network planning • Comprehensive network resource planning

•Multilayer planning tools

Network deployment • Increased testing and product homologation

• Risk of overinvestment in data center infrastructures

• Criticality of data centers and need for highly secure infrastructures

Supportive systems • Integration with existing OSS/BSS systems

• Relies on Open Source developments

Network operation • Standardization of open interfaces that facilitate uniform control and

management across technologies and vendors

• Control plane resiliency

• Network automation

• Decoupling of service from transport

Service provisioning •Mapping between service requirements and network capabilities

• Common APIs and information and data models

Investment protection and migration • Coexistence with legacy networks

Organizational Departmental organization • Cross-technical and cross-functional reorganization of departments

Skills and know How •Multidisciplinary teams

Partnership ecosystem • Larger number of partners requiring more coordination and management effort

Business Analytics • Correlation of decoupled service and transport indicators

• Big Data analytics for predictive actions

Customization • Standard interfaces for network service and resource consumption

• Isolation and security

• Proper billing mechanisms

Network and IT equipment Lifetime • Re-programmability of equipment to extend the service lifetime

Procurement •Management of a larger number of vendors

• Definition of new quotation models to compare prices and solutions respect to

conventional products

• Definition of new guarantees

Capabilities for sharing network infrastructures • New business models for infrastructure and capacity sharing

• Impacts of regulation

Innovation and experimentation • Creation and maintenance of innovative teams
2.1. Network planning

The appearance of both NFV and SDN change the design

rules and common practices used in today’s networks.

The dynamic invocation of network functions enabled by

NFV will change the traffic patterns, the traffic engineering

(TE) requirements and the need for quality of service assur-

ance across the network. The traffic patterns will certainly be

different from those we have experience with, and they may

become less predictable; in any case we believe the changes

will complicate the network planning and operation tasks. In

response to this, traditional planning approaches like over-

provisioning of capacity are not an economical option. Over-

dimensioning network links to accommodate traffic where

the peak load varies widely and changes frequently creates a

significant Capital Expenditure (CapEx) inefficiency. An alter-

native is that new, on-demand, transport control and traffic

management mechanisms will have to be put in place to cre-

ate a network that adapts dynamically offered load.

Today’s conventional networks or, more accurately, the

traffic loads presented to them mean that overprovisioning,

while not optimal, is tolerable. It is certainly common prac-

tice. We believe that SDN and NFV will enable new services

that, in response to increasingly diverse customer and appli-

cation needs, will generate greater and more variable traf-
fic loads. It is in this context that we see SDN and NFV as
being among the key catalysts for introduction of smart and

dynamic traffic engineering into operator networks.

To face this challenge we think on network programma-

bility as key feature of SDN that can permit new ways of

resource optimization by implementing sophisticated traf-

fic engineering algorithms to go beyond the capabilities of

contemporary distributed shortest path routing. In addition,

multilayer coordination can help to rationalize the usage

of technological diverse resources for a common purpose.

This new way of planning and operating networks requires a

comprehensive view of the network resources and planning

tools capable of handling these multilayer problems. An op-

timal planning process and tool chain then becomes multi-

dimensional and multi-layered and has an important impact

on operational cost and flexibility.

2.2. Network deployment

The traditional cycles for the deployment of new NEs in

existing networks are long. A new NE or technology is first

tested extensively to ensure compatibility with already de-

ployed systems. Once validated new equipment can be intro-

duced and integrated in the network. Conventional product

homologation is done simultaneously and in an integrated

way for both the control and forwarding plane; they are, af-

ter all, both present in the same NE in the current model.
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The new situation, with separation of planes in SDN and

separation of function from device in NFV, means that the

homologation of new products to be deployed in a network

should change and adapt to this new reality. For instance,

in the SDN case, control plane interworking e.g. of SDN

controllers, must be assessed not only with the rest of the

control elements in the network (controllers, orchestrators

etc.), but also with all the different forwarding devices that

they will control. In the NFV case, a new network function

should be checked against the infrastructure that will sup-

port it (hypervisors, servers, etc.) in addition to testing inter-

working with complimentary functions present in the net-

work. Finally, if the operator decides to deploy conventional

and virtual versions of the same function, both implementa-

tions should be tested in a coordinated fashion.

With respect to commissioning, NFV will definitely

change the way network functions are deployed in the

network. Leveraging preinstalled computing resources,

deployed in data centers (DC), will accelerate the setup

and running of these functions in the network. Site sur-

vey, cooling, cablings, and the rest of preparation for the

technical environment are no longer necessary, avoiding

site preparation delays. However, the DC investment must

be done in advance, when there is not yet a clear demand

and here is therefore some uncertainty and risk of overin-

vesting. The modular approaches for building data centers

can mitigate this risk to some extent. Telecom network

infrastructure is evolving towards the support of distributed

cloud-computing services [3]. Some applications are band-

width intensive and/or latency sensitive which favors the

distribution and placement of resources close to the points

of traffic consumption, while others have more intense

compute resource requirements and in consequence can

benefit from large scale resource concentration. Therefore

large data centers will co-exist with micro-DCs placed in

selected core locations to accelerate content delivery, reduce

core network traffic, and ensure lower latency [4].

Multiple users (either internal or external to the operator)

will use the same infrastructure that should be prepared to

absorb their changing demands while satisfying committed

SLAs.

Resource and energy usage are important aspects of the

efficiency with at which a network operates. Since service

availability differs according to customer and application

needs we can use SDN and NFV to orchestrate a mix of ser-

vice availabilities that trade efficiency (cost) against degree

of protection (robustness).

Finally, the criticality of the DCs employed in the new

model requires the implementation of strict and broadly

based security measures.

2.3. Support systems

Both SDN and NFV rely extensively on software. This be-

comes clear in SDN since all the control capabilities are im-

plemented in software programs running on the (logically)

centralized controller. In the case of NFV, in addition to the

software realization of the network functions themselves, ca-

pabilities for both control (e.g., for service chaining) and or-

chestration (e.g., of data center resources) are needed for de-

ploying the virtualized functions in the network.
All these software components have to be integrated

smoothly with the Operation Support Systems (OSS) and

Business Support Systems (BSS) systems of running networks

[8]. This integration should cover not only the Fault, Con-

figuration, Accounting, Performance, and Security (FCAPS)

framework [5], but also the inventory of the network. This

is important because the decoupling of functions from de-

vices alters the current way of performing service inventory

in addition to increasing its dynamism. The conventional re-

lationship between service and network device that exists at

the moment disappears. Whereas the inventory of the ser-

vices was directly inferred from the supporting network de-

vice now the advent of NFV breaks that binding.

In addition, the processes of assurance and fulfilment may

now occur at different times. For instance, configuration and

activation (including forwarding rules) of virtual network

functions might be done weeks after the instantiation of such

virtual network functions to a given network infrastructure

(for instance, because some threshold motivates scaling out

the network function).

It is almost certain that any deployment of SDN and/or

NFV will include Open Source (OS) software. Indeed many

Tier-1 network operators are involved in or sponsoring orga-

nizations dedicated to producing software artifacts precisely

for this purpose. OpenDayLight [6] and OPNFV [7] can be

considered examples of that movement. This is a fundamen-

tal change from the present mode of operation (PMO) where

vendor proprietary software is the norm. The use of OS soft-

ware affords advantages but presents significant challenges

as well. One frequently quoted advantage is the ability for op-

erators to develop features on their own, more quickly than

their vendors can and thereby achieve shorter time to market

with new services or capabilities. For many operators this in-

volves a potentially significant change to their organizational

skill set; they must become SW developers with all the test-

ing, integration, quality assurance, maintenance and other

SW lifecycle activities that entails. The OS software comple-

ments this transition by providing many pre-built compo-

nents of SDN and NFV infrastructure but challenges it in that

there is a need to manage the relationship with the OS com-

munity that develops these components and, unlike the ven-

dors in the PMO, there is no telephone hotline line to call

when something goes wrong.

How the OS developments can complement or to some

extent substitute the existing core OSS and BSS systems is

not yet clear. Most likely these solutions will be integrated

through standard interfaces to provide certain capabilities of

management and control over the programmatic infrastruc-

ture and the virtualized functions, but yet relay on conven-

tional systems for certain other functions (e.g., billing).

2.4. Network operation

Multi-service networks today are composed of a vari-

ety of transport technologies. End-to-end path provision-

ing requires that control and management capabilities to be

present for all the technologies employed on the path. Today

there is no integrated way of operating this diversity of tech-

nologies in a common way. A uniform control and manage-

ment capability across multiple technologies and network
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layers would tremendously simplify the operation of new

networks.

Furthermore, for each technology or network layer, a

number of vendors are typically found in a single network.

This implies different implementations of the same concepts

and standards, which are not always totally compatible be-

cause of specification gaps and proprietary differentiators.

In this situation the network programmability concept of

SDN can, when used with suitable models and abstractions,

provide common ways of operation independent of the tech-

nology or vendor thus simplifying network operations. The

standardization effort in this case has to focus on defining

open interfaces, often referred to as Application Program-

ming Interfaces (APIs) or North Bound Interfaces (NBIs), and

appropriate models to allow interoperability.

Controlling and operating a network using logically cen-

tralized control as envisaged in SDN, allows increasing the

level of automation of network operations. Self-learning and

self-healing capabilities can be expected to be developed for

facilitating the operation and maintenance of the networks

based on those controllers, minimizing manual intervention.

In this increasingly automated environment it will be ex-

tremely important that the control elements behave pre-

dictably, deterministically and are free from malfunction.

Furthermore, the centralization of control decisions could

impact operational reliability if proper resiliency mecha-

nisms are not employed. For instance there are stringent syn-

chronization requirements for databases containing network

and connection status that must be met in order to avoid data

inconsistency.

The emergence of NFV also presents a fundamental

change in the paradigm of network operations [8]. While

the network function itself remains the same, the support-

ing infrastructure radically changes, transforming the oper-

ation from network oriented to cloud-oriented. This brings

new concepts to the operation of a telecom network such as

multi-tenancy, workload migration and the virtual binding of

physically separate elements.

In the new model, the operations now include comput-

ing and storage as well as networking. Problem tracing, trou-

bleshooting and backup activation all now change, requiring

the production of new contingency plans and new guidelines

for network operation. As an example, alarm handling and

correlation has to be revisited to reconcile the current mono-

lithic and the new virtual approaches under a common oper-

ational model. The transition to the new mode of operation

will have to consider failures in the IT infrastructure itself

separately from failures of the specific network functions.

2.5. Service provisioning

Service provisioning will also be impacted. Programmable

transport capabilities and function instantiation together

break the service creation determinism observed in the PMO.

If the service is actually decoupled from the transport net-

work then a new level of abstraction has to be defined, in this

case at service level, to allow the operation of the service, ei-

ther at its creation or during maintenance.

The capability to dynamically instantiate services makes

it necessary to ensure a proper mapping between service re-

quirements and network capabilities. Mechanisms for expos-
ing such capabilities have to be developed and procedures for

negotiating service SLAs have to be defined to ensure that the

service delivery is not affected by the underlying network,

independently of where the service is instantiated. These

mechanisms and procedures should include information rel-

ative to service verification, maintenance, and accounting.

Common APIs, programmatic interfaces and information

and data models have to be developed and standardized to

facilitate the proper abstractions required at both service, re-

source, and device level.

2.6. Investment protection and migration

The introduction of SDN and NFV into existing networks

will occur progressively or perhaps selectively i.e. in some

parts of the network but not others. This is not just a mat-

ter of SDN/NFV product availability; current assets in telecom

networks will continue to be amortized for investment pro-

tection. In consequence these two new approaches will have

to coexist with conventional networks and technologies for a

long period. There is then a need for interworking between

conventional and SDN/NFV systems, without impacting ser-

vice during the migration period. That interworking has to

be implemented for both the control and forwarding planes.

During this migration phase the network should behave as it

does now while, at the same time, allowing incremental de-

ployment of the new possibilities due to SDN and NFV.

3. Organizational challenges

In this section we analyze the impacts of the introduction

of SDN and NFV on operator’s organization.

3.1. Departmental organization

A typical operator’s technical organization is structured

in departments (e.g., network architecture, engineering and

planning) which are divided into technological silos (e.g., ser-

vice platforms, IP, transmission and radio). The advent of SDN

and NFV will shake this structure since both the departmen-

tal frontiers and the technical boundaries become blurred.

This traditional structure has to be re-adapted to the new

cross-technical and cross-functional reality brought about by

both innovations.

For instance, the technical teams will deal with multiple

technologies like IT and optical transport resources simul-

taneously. As another example, an engineering decision on

concentrating several functions on the same server can pro-

duce impacts on the planned network capacity reaching the

hosting data center and the service architecture previously

defined.

3.2. Personnel skills and know how

As mentioned before both SDN and NFV heavily relay in

software. The work with these technologies will require pro-

fessional profiles that include familiarity with IT technolo-

gies as a complement (not a substitute) of the current Telco-

oriented skills widely present in the operator’s staff. Mul-

tidisciplinary teams will need to work together to accom-

plish all the operational functions described in the previous

section.
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Aligning these employees’ diverse experiences and skills

to focus on how things affect customer’s services will require

special attention and coordination.

3.3. Partnership ecosystem

Traditionally operators have relied on equipment and sys-

tem vendors to create and develop their networks. Mono-

lithic boxes and solutions hindered the development of a

broad partnering ecosystem. This situation is now changing.

NFV and SDN have the potential to change the vendor and

supplier community with which an operator engages. Both

technologies have the potential to enable new market en-

trants and both have spawned extensive standards develop-

ment and Open Source software activities. New specializa-

tions may emerge in the ecosystem; we may see companies

that specialize in control plane software and others that build

the (white box) hardware it runs on, and yet other may spe-

cialize in testing and validating network functions and their

integration from a vendor neutral point of view.

All of this may increase the number and dynamicity of

relationships that have to be managed between an operator

and the vendor ecosystem, which will require an additional

effort for partner management from the operator side.

4. Business challenges

This last section of our work introduces challenges

present in the business arena, some of which are related to

the commercial sustainability of telecom operators.

4.1. Analytics

Information about the habits and network resources us-

age of customers is important for the development of new

and advanced services. Detailed information can be obtained

today, but the collection of that information is based on the

deterministic steering of traffic towards the collection func-

tions build on top of monolithic boxes.

NFV will change such determinism because of the dy-

namic instantiation of functions. In such situation the traf-

fic pattern changes as the functions act as traffic attractors.

While the service plane is logically maintained, the transport

plane usage can change. In consequence, the collection of in-

formation has to consider both planes to present a consistent

view; dataplane usage is a function both of what services the

customer uses and of where the network chooses to instan-

tiate those services, and both of them change over time. This

consideration applies to billing and to accounting processes

as well.

In addition, Big Data analytics for processing the data

collected from computing, network, and services can help to

optimize the usage of the network and DC resources in a pre-

dictive manner. Dynamic traffic engineering or virtualized

network function reconfiguration are examples of actions

that may benefit from the utilization of Big Data techniques.

4.2. Customization

SDN enables programmability of the network, this can

allow, or simplify, the provisioning of services both by the
operator or triggered externally by the customers i.e. on-

demand network service consumption. To support such flex-

ibility the transport network needs to be dynamic, allowing

reconfiguration of network elements and changing their be-

havior without impacting other services in place.

The ability to program and reprogram the network re-

quires the development of standard APIs both toward the

customer, whose applications should not have to change be-

cause of modification in the network, and toward the dat-

aplane which needs to remain independent of flux in the

higher (software) layers of the network.

From the perspective of NFV the possibility of instantiat-

ing functions on demand provides an agile and personalized

way of managing services. However since the underlying in-

frastructure is shared, both isolation and security are impor-

tant considerations.

In both cases, billing capabilities that incorporate actual

resource usage are required.

4.3. Network and IT equipment lifetime

The equipment deployed in current networks has specific

lifecycles defined by vendors according to their roadmaps

and product development strategies. Two main milestones

characterize the time when equipment replacement be-

comes a concern: the End-of-Sale (EoS) and the End-of-Life

(EoL). The former indicates the time when new units of a

given equipment cannot be acquired directly from the ven-

dor, while the latter refers to the date from where the equip-

ment is no longer supported by the vendor. Normally net-

work equipment is exploited by the operators long after the

EoL date.

SDN can help to extend the lifetime of hardware assets in

networks by allowing (re)programming and this will prob-

ably be used in combination with relocating the equipment

according to throughput and functional demands.

In contrast, commodity IT equipment usually offers

shorter lifecycles with increasing performance in terms of

compute processing, storage capacity, power consumption,

space, etc. Newer hardware is better able to accommodate

network functions in terms of processing and number of

functions supported. NFV support will be a driver to renew IT

equipment as the trend to virtualize network functions con-

tinues.

4.4. Procurement

SDN and NFV will result in an atomization of the compo-

nents – both hardware and software – that must be acquired

by network operators. Where previously one single product

with specific hardware supported a number of features, in

the future there will be a component integration approach,

where the desired operational features are the result of com-

bining a collection of elements (atoms) with necessary inte-

gration. As we noted earlier SDN and NFV initiatives increase

the number of potential vendors of these system components

(atoms).

Current monolithic NEs are easily compared in terms of

throughput, number of ports, computing and switching capa-

bilities, etc., and operators have significant experience with

this. In comparison the benchmarking of software systems is
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more difficult and is dependent of the supporting hardware,

so new evaluation methods will have to be developed.

The solution pricing models have to be revisited. In prin-

ciple SDN offers NE simplification potentially lowering the

price for accomplishing the forwarding functions. At the

same time the new centralized control plane will have costs

associated with it that should be considered in the overall

picture. The promise is that the combined costs of control

and forwarding plane grow at less than the linear (with ca-

pacity) rate we have experienced until now. Similar consid-

erations apply to NFV. When doing cost vs. benefit analysis

care must be taken to make sure that virtualized functions

actually are functionally equivalent to their legacy NE based

counterparts. Apples must be compared to apples and not to

oranges.

The contractual guarantees required of vendors also need

to be re-defined. Identifying, assigning responsibility for, and

replacing failed hardware units is relatively simple. Even

identifying failure is more difficult in the software arena,

as is assigning responsibility, especially when the software

in these systems can come from multiple vendors, contain

Opensource components and indeed code written by the op-

erators themselves. Management of the anticipated short de-

velopment cycles in these complex environments also poses

a new challenge which needs to be addressed.

Finally the management of spare parts is also impacted.

The commoditization of the hardware can reduce the cost of

elements in the network however, those elements have to be

fully interchangeable and, for example, support in service re-

placement and upgrade. What is really required is commod-

ity hardware built to rigid specifications and benchmarking;

simply specifying processor architecture for example, is not

enough.

4.5. Capabilities for sharing network infrastructures

The sharing of network infrastructure between operators

is now common practice as a means of reducing investment

while still allowing the provisioning of service over a broad

footprint.

Once again SDN and NFV might simplify the present mode

of operation. Currently the sharing agreements on a common

infrastructure require manual configurations to route traffic

appropriately towards the infrastructure of each of operator

participating in the agreement. This static configuration of

resources lacks the flexibility to quickly react to changing de-

mands. SDN and NFV can play a significant role in providing

agile mechanisms for sharing, bringing to the network infras-

tructure the idea of multi-tenancy that exists today in data

centers. To make that possible new business models for in-

frastructure and capacity sharing and usage should be inves-

tigated. Regulation can play also an important role in this,

perhaps imposing additional requirements on the kind of in-

terfaces to be offered among operators for interchanging con-

trol and management information.

4.6. Innovation and experimentation

It seems beyond doubt that the flexibility offered by both

NFV and SDN will foster service innovation and may also

help shorten the current time to market cycles. The network
will be turned into a moldable environment where new con-

cepts and ideas can be tested more rapidly than at present.

The time between service inception and service deployment

will be reduced, and dependencies on monolithic boxes and

closed solutions will disappear.

In the same manner, it will be possible to revert to a pre-

vious service easily, then lowering the impacts in case of fail-

ures or misbehavior of new features and functionalities, with

the benefit of avoiding investment in specialized equipment

that can finally demonstrate not to be useful.

Concomitantly it will be possible to easily revert to a pre-

vious service, which lowers the impact of failure or mis-

behavior of new features and functionalities. This may also

reduce speed the introduction of new services since it re-

duces the possibility of assets with fixed functionality being

stranded by changes in service requirements.

This openness and flexibility may also help operators to

test self-developed service prototypes easily on their own

infrastructure (in controlled or in production environments)

with full production solutions being developed later by part-

ner vendors.

The challenge for an operator in this context resides in

maintaining innovative teams (both technical and commer-

cial) to develop differentiating services.

5. Conclusions

This paper surveyed a number of challenges introduced

by the new paradigms of SDN and NFV in traditional network

operators. These new ways of producing, operating and com-

mercializing services will impact existing organizations. The

difficulty of the transition to the new reality will depend on

the ability of the operators to face these challenges, define

solutions for them, and to what extent they are able to adapt

to the new rules that SDN and NFV bring to the telecom busi-

ness. The significance of the challenges described here will

be different for each operator, and depend on their specific

situations and institutional agility in adapting to these new

environments.

We are encouraged to note that some of the challenges

we describe in this paper are beginning to be addressed by

industry communities. Work in organizations like ONF, IETF,

ETSI, BBF and ITU-T, is beginning to focus on some of the

challenges we describe herein. We hope our work stimulates

even more of those activities.
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