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Abstract: Large-scale service composition has become an important research topic in Service-Oriented Computing (SOC). Quality of Service (QoS) has been mostly applied to represent nonfunctional properties of web services and to differentiate those with the same functionality. Many studies for measuring service composition in terms of QoS have been completed. Among current popular optimization methods for service composition, the exhaustion method has some disadvantages such as requiring a large number of calculations and poor scalability. Similarly, the traditional evolutionary computation method has defects such as exhibiting slow convergence speed and falling easily into the local optimum. In order to solve these problems, an improved optimization algorithm, WS-FOA (Web Service composition based on Fruit Fly Optimization Algorithm) for service composition, was proposed, on the basis of the modeling of service composition and the FOA. Simulated experiments demonstrated that the algorithm is effective, feasible, stable, and possesses good global searching ability.
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1 Introduction

In the late 1990s, with the development of distributed technology and eXtensible Markup Language (XML) technology, the service composition technology appeared. Its core idea is to serve as the basic unit, and then rapidly construct a loosely coupled, distributed application by combining basic services. Service composition is a process that assembles a certain number of services in accordance with business logic. It achieves business objectives through the implementation of the combined service. Web service absorbed the advantages of distributed computing, grid computing, and XML technologies, and was applied successfully to solving the problem of heterogeneous distributed computing, as well as the reuse of code and data. In the meantime, it also has high interoperability, platform independence, loose coupling, and highly integrated capabilities. However, a single web service provides limited functionality. Service-Oriented Computing (SOC) enables the composition of these services in a loosely coupled way in order to achieve complex functionality.

While academia and business have paid much attention to service composition technologies, numerous executable service composition schemes have been produced. These can be described as the combination of a service function and Quality of Service (QoS), in which researchers mostly adopt the exhaustive and evolutionary algorithms as the calculation method based on QoS attributes. Exhaustive methods have poor extension and require a large amount of calculation. They are generally applicable to static situations and have small-scale service composition. As the number of web service publications raises sharply, evolutionary computation algorithms provide a better solution. In particular, the Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) algorithm are two typical algorithms that are currently used in the research of service composition optimization. Compared with the former, PSO has the positive characteristics of...
possessing few parameters and fast convergence speed. It shows good search capabilities in many optimization problems, but has the defect of easily falling into the local optimum\cite{4,5}. Based on this, the paper puts forward an optimization algorithm for Web Service composition based on the improved Fruit Fly Optimization Algorithm (FOA), denoted as WS_FOA. Compared with PSO algorithm, this algorithm has a few advantages: fewer parameters, faster convergence speed, and less running time. Further, WS_FOA has good global searching ability.

2 FOA

FOA is a new method for finding global optimization based on the foraging behavior of the fruit fly. The fruit fly itself is superior to other species in sensing and perception, especially in osphresis and vision. Based on the fruit fly and its foraging process, FOA was proposed\cite{6}. The food finding behavior of the fruit fly is illustrated in Fig. 1 and the implementation of FOA follows.

(1) Initialize parameters: given the size of swarm (Sizepop) and the maximum of iteration times (Maxgen), initialize randomly fruit fly swarm location (\(x_{axis}, y_{axis}\)).

(2) Give the direction and distance (Value) for individual fruit fly searching for food using osphresis, which is random. (Value zone is \([-1, 1]\) in the FOA test).

\[
\begin{align*}
x_i &= x_{axis} + \text{Value}; \\
y_i &= y_{axis} + \text{Value}
\end{align*}
\]

(1)

(3) Since the food location cannot be known, the distance (Dist\(_i\)) to the origin is thus estimated first. Then the smell concentration judgment value (Smell\(_i\)) is calculated, and this value is the reciprocal of distance.

\[
\text{Dist}_i = \sqrt{x_i^2 + y_i^2}
\]

(2)

(4) Substitute smell concentration judgment value (Smell\(_i\)) into smell concentration judgment function (also called fitness function) to find the smell concentration (Fitness\(_i\)) of the individual location of the fruit fly.

\[
\text{Fitness}_i = \text{Function}(\text{Smell}_i)
\]

(4)

(5) Find the fruit fly with minimal smell concentration (finding the minimal value) among the fruit fly swarm.

\[
[\text{bestFitness, bestindex}] = \min(\text{Fitness}_i)
\]

(5)

(6) Record and keep the best smell concentration value and its coordinate (\(x, y\)), and at this moment, the fruit fly swarm will use vision to fly towards that location.

\[
\begin{align*}
\text{Fitness}_{\text{best}} &= \text{bestFitness}; \\
x_{\text{axis}} &= x(\text{bestindex}); \\
y_{\text{axis}} &= y(\text{bestindex})
\end{align*}
\]

(6)

(7) Enter the iterative optimization process to repeat the implementation of Steps 2–5. Then, determine if the smell concentration is superior to the previous iterative smell concentration and the current number of iterations is smaller than the maximum number of iterations (Maxgen). If so, implement Step 6.

3 The Problem of Modeling

The optimization algorithm proposed in this paper is based on two specific experimental models. One is the service composition model, and the other is the WS_FOA algorithm model. By constructing the web service model, various attributes of web service can be clearly defined and used and a quantitative index can be specified in the experiment. Through the WS_FOA algorithm model, the practical significance in service composition of every parameter in FOA can be clearly described. This is convenient for algorithm implementation.

3.1 Service composition modeling

**Definition 1 QoS**

Let \(\text{QoS} = \{A, T, C, R\}\), where \(A\) represents availability, \(T\) represents response time, \(C\) represents cost, and \(R\) represents reputation\cite{7}.

(1) Availability (\(A\))

Availability refers to the probability that a web service is accessible, namely, the proportion of successful web service visits in the period of time \(t\).
Let \( A = t_{\text{success}} / t \), where the \( t_{\text{success}} \) represents the time of successfully accessing the service within the time period \( t \). \( A \) is a number in the range \([0, 1]\).

(2) Response time (\( T \))

Response time refers to the expected delay between the time when a service requester sends a service request and the time when the result is obtained. It mainly includes the web service execution time \( T_{\text{exe}} \), network transmission time \( T_{\text{trans}} \), and other time consumption \( T_{\text{oth}} \). Hence, the response time is evaluated as \( T = T_{\text{exe}} + T_{\text{trans}} + T_{\text{oth}} \).

(3) Cost (\( C \))

Cost refers to the fee that a service requester has to pay to the service provider for the service invocation. It mainly includes the requisite basis fee \( C_{\text{serv}} \), such as software (SaaS), hardware (IaaS), and platform (PaaS)[8], and the service management fee \( C_{\text{manag}} \). It can be described as \( C = C_{\text{serv}} + C_{\text{manag}} \).

(4) Reputation (\( R \))

Reputation refers to the trustworthy measure of the web service, which is mainly based on the experience of users after using the web service. Different users may have different evaluations on the same web service. Let \( R = \sum_{i=1}^{n} R_i / n \), where \( R_i \) represents the evaluation of web services of the \( i \)-th end-user. \( R \) is a number in the range \([0, 1]\).

**Definition 2** Web service (\( s \))

Web service is a four-tuple. Let \( s = \{\text{ID}, \text{Source}, \text{Function}, \text{QoS}\} \), where \( \text{ID} \) is the unique identification of a web service, \( \text{Source} \) is the describing information of service name and publisher, etc., \( \text{Function} \) is a functional description of the Web service, and \( \text{QoS} \) is the description of the quality of the Web service.

**Definition 3** Service Composition (SC)

Let \( \text{SC} = (s_1, s_2, s_3, \ldots, s_{n-1}, s_n) \), where \( s_1 - s_n \) represent each web subservice respectively, and \( s_1 \in S_1, s_2 \in S_2, s_3 \in S_3, \ldots, s_{n-1} \in S_{n-1}, s_n \in S_n \). At the same time, \( S_1 \) to \( S_n \) are called sets of subservices of service composition. Subservices in \( S_i \) have the same function, but have different service qualities. Thus, it is concluded that \( \text{SC} \in S_1 \times S_2 \times S_3 \times \cdots \times S_{n-1} \times S_n \).

The execution paths of a composite service can be composed of four basic composition patterns, such as sequential, selection, parallel, and loop (see Fig. 2)[9]. The formulas of all patterns are as follows.

(1) Sequential model (Fig. 2a). QoS is found by Eqs. (7).

\[
\begin{align*}
A &= \prod_{i=1}^{n} A_i; \\
R &= \sum_{i=1}^{n} R_i / n; \\
C &= \sum_{i=1}^{n} C_i; \\
T &= \sum_{i=1}^{n} T_i
\end{align*}
\]

(2) Selection model (Fig. 2b). Suppose that the

\[
\begin{align*}
A &= \prod_{i=1}^{n} (A_i \times \lambda_i); \\
R &= \sum_{i=1}^{n} (R_i \times \lambda_i); \\
C &= \sum_{i=1}^{n} (C_i \times \lambda_i); \\
T &= \sum_{i=1}^{n} (T_i \times \lambda_i)
\end{align*}
\]

(3) Parallel model (Fig. 2c). Suppose \( n \) services are executed in parallel. Then, QoS is found by Eqs. (9).

\[
\begin{align*}
A &= \prod_{i=1}^{n} A_i; \\
R &= \sum_{i=1}^{n} R_i / n; \\
C &= \sum_{i=1}^{n} C_i; \\
T &= \max(T_i), i \in [1, n]
\end{align*}
\]

(4) Loop model (Fig. 2d). Suppose the loop model is carried out \( \theta \) times. Then, QoS is found by Eqs. (10).

\[
\begin{align*}
A &= \prod_{i=1}^{n} A_i; \\
R &= \sum_{i=1}^{n} R_i / n; \\
C &= \sum_{i=1}^{n} C_i; \\
T &= \max(T_i), i \in [1, n]
\end{align*}
\]
Denote the mobile step, meaning the range where the fruit fly could move once. Thus, the position equation of the individual fruit fly is as follows:

\[ P_k^{(i+1,j)} = P_k^{(i,\text{best})} + F \]  

The \( P_k^{(i+1,j)} \) represents the location of the \( k \)-th fruit fly of the \( j \)-th fly swarm in the \( (i+1) \)-th iterative process. \( P_k^{(i,\text{best})} \) represents the optimal location of the \( j \)-th fly swarm in the \( i \)-th iterative process, which is recorded as the seed for the individual fruit fly of the \( j \)-th fly swarm in the \( i \)-th iterative process. In other words, it is the location of the fruit fly swarm in the next iterative process.

### 3.2.3 Definition of distance

In each iteration of FOA for each fruit fly, use the reciprocal of the offset which is the location of the fruit fly in its set of subservices related to the 0-th record as the distance. After that, the value of smell concentration judgment is calculated by using the relation between distance and smell concentration judgment value, and then the fitness function is calculated. The distance (Dist) and the smell concentration judgment value (Smell) are defined as:

\[
\begin{align*}
\text{Dist}^{(i+1,j)}_k &= 1 / P_k^{(i+1,j)}; \\
\text{Smell}^{(i+1,j)}_k &= 1 / \text{Dist}^{(i+1,j)}_k
\end{align*}
\]

\( P_k^{(i+1,j)} \) is the location where the individual fruit fly has shifted in its set of subservices. \( \text{Dist}^{(i+1,j)}_k \) denotes the distance of the \( k \)-th fruit fly of the \( j \)-th fly swarm in the \( (i+1) \)-th iterative process. \( \text{Smell}^{(i+1,j)}_k \) represents the smell concentration judgment value of the \( k \)-th fruit fly of the \( j \)-th fly swarm in the \( (i+1) \)-th iterative process.

### 3.2.4 Fitness function

The fitness function is used to calculate the fitness of each SC. The advantages and disadvantages of each SC are judged by the fitness values. Combined with the results of QoS after preprocessing in Eqs. (11), the fitness function can be defined as:

\[
\text{fitness} = \sum_{j=1}^{n} \sum_{k=1}^{m} C_j W_k Q_{jk} = \sum_{j=1}^{n} \sum_{k=1}^{m} C_j W_k \text{Smell}^{(i,j)}_k
\]

Where \( \text{Smell}^{(i,j)}_k \) represents the \( k \)-th component index of the \( i \)-th fruit fly of the \( j \)-th swarm in the \( i \)-th iterative process. \( C_j \) represents the weight of the \( j \)-th subservice in the SC. \( Q_{jk} \) represents the weight of the \( k \)-th component index of the \( j \)-th subservice. \( W_k \) represents the weight of the \( k \)-th component index. \( n \) denotes the number of the subservice. \( m \) denotes that each subservice contains \( m \) QoS index.
4 Implementation of WS_FOA

4.1 Experimental scheme

WS_FOA is executed based on the iterative operation of multiple fruit fly swarms. Iterative operation of each fruit fly swarm stands for the correlative operation of each set of subservices, including the position change of fruit flies and the optimization process. For example, in the experiment, an SC is constituted of five subservices, which are marked as $s_1 - s_5$. Therefore, there are five fruit fly swarms labeled as $G_1 - G_5$. Each fruit fly swarm whose practical background and significance are $S_i$ and WS_FOA algorithm is executed accordingly with $G_i$. In the WS_FOA optimization process, WS_FOA algorithm is executed using the swarms $G_1 - G_5$ respectively, and then each record of SC is constituted of the corresponding position in $G_1 - G_5$. For example, the $n$-th individual fruit fly is chosen in $G_1 - G_5$ respectively, so the combined record for the service composition is $SC = (s_1^{G_1}, s_2^{G_2}, s_3^{G_3}, s_4^{G_4}, s_5^{G_5})$. $S_i^{G_i}$ denotes the subservice cataloged as $G_i$ in the $i$-th set of subservices. Then, calculate each SC consisting of $G_1 - G_5$ according to Eq. (14); the optimal SC in the iterative process contains the subservice which is regarded as the seeded individual fruit fly in the corresponding swarm. Finally, calculate the next fruit fly swarm and proceed to the next iteration according to Eq. (12), until the iteration is over or the end condition is met.

4.2 WS_FOA algorithm

The established QoS index system has different dimensions. In order to eliminate the incommensurability stemming from the different dimensions and dimensional units, combined with Definition 4, the experimental data should be preprocessed before the experiment. Then, the data is optimized according to the WS_FOA algorithm. This algorithm includes two parts. The main steps are described as follows and their implementation procedures are illustrated in Figs. 3 and 4.

(1) QoS preprocessing algorithm

Input: The original index information of set of subservices

Output: The normalized index information of set of subservices

Step 1: Obtain the index information of each set of subservices.

Step 2: Obtain the maximum value and minimum value of each index in the set of subservices.

Fig. 3 The implement procedure for QoS preprocessing.

Fig. 4 The implement procedure of the WS_FOA.

Step 3: For each subservice record in set of subservices, $A$ and $R$ indexes are calculated using Eqs. (11) according to the equation of benefit, and $C$ and $T$ indexes are calculated using Eqs. (11) according...
to the equation of cost.

Step 4: Repeat Steps 2–4, until each set of subservices is totally disposed.

Step 5: Output the index information of each set of subservices after normalization.

(2) Description of WS-FOA algorithm

Input: the normalized set of subservice

Output: the location of individual fruit fly in optimal SC

Step 1: Initialize the location \((p^{0.1}_{i,\text{best}} - p^{0.1}_{i,\text{rand}})\) of seeded fruit fly in each set of subservices.

Step 2: Calculate the location of fruit fly swarm according to Eq. (12).

Step 3: Calculate distance and smell value of individual fruit fly in each set of subservices according to Eq. (13).

Step 4: Convert smell assemblage into each record of SC.

Step 5: Calculate each record of SC according to Eq. (14). Record the optimal SC in the iterative process.

Step 6: Repeat Steps 2–5, until the iteration is over or the demand for accuracy is met.

Step 7: Output the optimal composition.

5 Comparative Study

5.1 PSO algorithm

The PSO algorithm is a heuristic evolutionary algorithm, which was proposed by Eberhart and Kennedy in 1995 and inspired by the social behavior of bird flocking or fish schooling\[10\}. Each particle’s position represents a solution of optimization problems in PSO. The particle’s position changes according to the equation of particle position. According to Eqs. (15) and (16), the best individual fruit fly moves to that location, while in the PSO algorithm each individual dynamically changes their position based on the optimization position and global optimization position.

\(v^{d}_{i}(t+1) = w(t) v^{d}_{i}(t) + C_{1}\text{rand}_{i}(t)(p^{d}_{\text{best}_i} - x^{d}_{i}(t)) + C_{2}\text{rand}_{i}(t)(\text{gbest}^{d} - x^{d}_{i}(t))\) \hspace{1cm} (15)

\(x^{d}_{i}(t+1) = x^{d}_{i}(t) + v^{d}_{i}(t+1)\) \hspace{1cm} (16)

where \(p^{d}_{\text{best}_i} = (p^{d}_{\text{best}_1}, p^{d}_{\text{best}_2}, \cdots, p^{d}_{\text{best}_n})\) and \(\text{gbest} = (\text{gbest}^{d}, \text{gbest}^{d}, \cdots, \text{gbest}^{d})\) represent the best previous position of the \(i\)-th particle and the best previous position among all of the particles in the population respectively. \(\text{rand}_{i}(t)\) is a uniform random variable within the interval \([0, 1]\) at time \(t\). \(C_{1}\) and \(C_{2}\) are two acceleration constants. The initialization process for the velocities and positions of the particles is conducted by using vectors of random numbers that are in the corresponding range.

5.2 Comparison of algorithms

Both PSO and FOA belong to a class of intelligent optimization algorithms. They are evolutionary algorithms that are deduced from animal foraging rules in nature. They also have high optimization efficiency in the search space and obtain the optimal solution on the basis of the next evolutionary particle position change. However, there are many differences between them that are described as follows.

(1) Different background. The FOA is a new method for global optimization, based on the foraging behavior of fruit flies. Instead, the PSO algorithm is an evolutionary algorithm based on group social behavior inspired by bird flocking or fish schooling.

(2) Different optimization path. When a fruit fly finds a better position in the FOA, the whole population moves to that location, while in the PSO algorithm each individual dynamically changes their position based on the optimization position and global optimization position.

(3) Different motion equation. The FOA produces individual fruit flies by using population location, which is combined with random values within a certain range, while the PSO algorithm changes the speed and position of individual particles with Eqs. (15) and (16).

(4) Different parameter. The FOA calculates the smell using the distance between an individual fruit fly and its origin, using only a few parameters. However, the PSO algorithm contains many more parameters, such as inertia weight, learning factor, etc.

6 Experimental Analysis

6.1 Experiment settings and data sets

This experiment adopted the extendible QoS model proposed by Liu et al.\[12\] and the QWS data set provided by Zeng et al.\[13, 14\]. The value of \(C_{j}\) in Eq. (14) and is 1, namely each subservice accounts for the same percentage. The value of \(W_{k}\) is \{0.2, 0.3, 0.2, 0.3\}, which corresponds to the four QoS indexes in Definition 1. The experiment is carried out in the Windows 7 OS, and the Visual Studio 2010 compiler environment. Data processing is accessed with the text document.
as carrier. Another experimental dataset is a random data set (RWS), where the random function produces a whole number in the range of [0, 1000]. Then the whole number is divided by ten, so the data is in the range of [0, 100], including a decimal. After repeating this many times, we obtain 2500 groups of experimental data. The dataset is divided equally into five candidate service sets that are used as subservice sets. Finally the candidate service sets are normalized in the following experiment.

6.2 Comparison of experiment results

In order to verify the performance of WS_FOA, efficiency, feasibility, and stability experiments have been carried out and the results were compared with those of the PSO algorithm. The results of the experiments are described as follows.

6.2.1 Efficiency

In order to analyze the efficiency of the WS_FOA algorithm, we make two comparisons: the average runtime of optimizing 50 times (Fig. 5) over different population sizes and the same number of iterations (500), and the average runtime of optimizing 50 times (Fig. 6) over the same population size (100) and different numbers of iterations.

Shown in Figs. 5 and 6, the gradual increase of population size and the number of iterations increases the disparity of time between WS_FOA and the PSO algorithm. Thus, when the population size or the number of iterations is large, WS_FOA exhibits the characteristics that PSO does not possess. Meanwhile, hosts of experiments have indicated that in the case of the same population size and the number of iterations, the WS_FOA algorithm has higher operational efficiency than PSO.

6.2.2 Feasibility

In order to validate the global searching capability of the WS_FOA algorithm, we compare it to the optimizing result of the PSO algorithm over the same population size (120) and iterations (500), but with different service scale (Fig. 7).

It is clear that the WS_FOA optimization is superior to that of traditional PSO in the same service scale.
This paper shows that not only does WS_FOA possess higher searching efficiency, but also possesses better optimizing effects than those of traditional PSO. Therefore, WS_FOA has fine feasibility.

6.2.3 Stability

In order to compare the degree of dispersion of the results over 50 trials in repeated experiments between the WS_FOA and PSO algorithms, the Root-Mean-Square Error (RMSE) has been proposed[15]. The formula is as follows:

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (X_i - \bar{X})^2}$$  (17)

The \( \bar{X} \) represents the average of \( n \) times repeated test results; \( X_i \) represents the \( i \)-th test result. According to Eq. (17), the result is shown in Fig. 8.

Obviously, it is easy to see the stability of WS_FOA is higher than that of PSO in the two data sets above. Combined with Fig. 7, the results show that the WS_FOA’s optimization performance is significantly better than PSO.

7 Related Work

A number of studies of SC have been published in recent years. In this section, we survey the current approach for SC. Conventional SC approaches can be classified into the following three categories, all of which assume a predefined composition workflow pattern, exhaustive search, classic optimization decision method, and evolution approximation algorithm.

(1) Exhaustive search. This approach[16, 17] tries to enumerate all possible combinations by using candidate web services for each task. As a result, a service composition with the optimal QoS value for a predefined workflow pattern can be selected, if one exists and satisfies all global QoS constraints. However, the time complexity of this approach is unacceptably high, i.e., \( O(m^n) \), where \( m \) and \( n \) are the maximum number of candidate services for a task and the number of tasks in a workflow, respectively. Thus, this approach is only suitable for small-scale service composition situations.

(2) Classic optimization decision method. SC is a problem in which there are many potential solutions, among which, one or a limited number of solutions are optimal. Thus, SC is known as an optimization problem. Some types of classic optimization decision methods, such as the Analytic Hierarchy Process (AHP)[18], Linear Programming (LP)[19], dynamic programming[20], and TOPSIS[21], can be used to solve this problem. In general, for generating optimized service composition using this method, a several phase or multi-layer hierarchical structure should be divided. Then a multiple criteria decision-making process is applied to calculate the QoS value of candidate services, using the weights assigned to each QoS criterion. Although this approach is locally optimal and efficient with a low time complexity, it does not guarantee to satisfy global QoS constraints. Thus, using classic algorithms to solve optimization problems is possible only with some modifications and improvements for decreasing the execution time.

(3) Evolution approximation algorithm. As the number of distributed services is rising rapidly, particularly in the cloud, selecting the best fit services for a given task becomes more challenging. To decrease the time complexity, researchers model the SC problem as multi-objective combinatorial optimization problem, which is an NP-complete problem. An evolution approximation algorithm can be used to generate a
composite service with a suboptimal QoS value, such as genetic algorithm\cite{22}, PSO\cite{23}, parallel optimization algorithm\cite{24}, etc. This approach can obtain the approximate optimal solution within an acceptable range of time, however, it is easy to fall into a local optimum.

8 Conclusions

An improved optimization algorithm for service composition, WS\_FOA, is put forth in this paper. Compared with the traditional PSO algorithm, the WS\_FOA has faster running speed. The WS\_FOA algorithm reflects the irreplaceable advantages that PSO does not possess, especially in the case of large service scale. Meanwhile, hosts of experiments indicate that the optimizing effects of the WS\_FOA algorithm are better than those of traditional PSO. For the time being, it is far superior to the traditional PSO algorithm. This paper lays a foundation for optimization research of enormous service composition in the big data era.
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