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Highlights1

• A coupled 1D-2D shallow water model for irregular geometries is pro-2

posed.3

• The fully conservation property is guaranteed in the coupled model.4

• Level-volume tables and left/right overflow levels are required.5

• The coupled model is applied to a realistic configuration in the Tiber6

river.7
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Abstract16

Coupled 1D-2D numerical strategies are presented in this work for their17

application to fast computation of large rivers flooding. Both 1D and 2D18

models are built using explicit upwind finite volume schemes, able to deal19

with wetting-drying fronts. The topography representation is described via20

cross sections for the 1D model and with quadrilateral/triangular struc-21

tured/unstructured meshes for the 2D model. The coupling strategies, free of22

hydraulic structures and tunning parameters, are firstly validated in a labora-23

tory test dealing with a levee break and its flooding into a lateral plane. The24

numerical results are compared with a fully 2D model as well as with mea-25

surements in some gauge points giving satisfactory results. The simulation26

of a real flooding scenario in the Tiber river near the urban area of Rome27

(Italy) is then performed. A lateral coupling configuration is provided, in28

which the flood wave propagation in the main channel is simulated by means29

of a 1D model and the inundation of the riverside is simulated by means of30

a 2D model. On the other hand, a frontal coupling, in which the flood wave31

is simulated in a 1D model first and then it is propagated into a 2D model,32

is also performed. The flooding extension is almost well captured by all the33

schemes presented, being the 1D-2D lateral configuration the most confident34

with speed-ups of around 15x.35

Keywords: 1D-2D coupled model, shallow water, conservation, river36

flooding37
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1. Introduction38

Environmental hazards associated to flooding events near urban areas are39

becoming a growing problem. Modern flood risk management and mitigation40

plans incorporate the presence of numerical models that are able to assess41

the response of the system and to help in the decision-making processes.42

However, the advances in computers are not sufficient to run the simulations43

as fast as desired and new models are demanded in order to cover all the44

possible scenarios in large temporal and spatial scales. Hydraulic models can45

be classified according to the number of dimensions in which they represent46

the spatial domain as 1D, 2D or 3D. In particular, 3D approaches may not be47

adequate given the available information, basically topography, local water48

depth measurements and observed flooded area extension. For that reason,49

1D and 2D models are preferred. The Shallow Water Equations (SWE) allow50

to model the flooding phenomena. 1D SWE models are usually adopted51

when simulating long rivers and open channel flows [8, 38, 20, 1, 36, 40, 35]52

due to due to their computational efficiency, particularly for river network53

systems. However, they are unable to approximate correctly the behaviour54

in floodplains. On the contrary, 2D SWE models are valid when modelling55

complex not canalized flows as floodplains [13, 7, 5] nevertheless the large56

amount of computations required in real world applications make them very57

time consuming and unaffordable in real time simulations.58

To overcome these difficulties, coupled models can be adopted. Although59

coupled 1D-3D models have been developed recently for simulating the inter-60

action between rivers and oceans [12], 1D-2D models are still widely popular.61

The first simplified 1D-quasi 2D model dates to 1975 with the Mekong river62

delta model [14], where a 1D model of looped channel flow, solving the SWE63

with the Preissmann Scheme, was integrated with a storage cell algorithm64

using the mass conservation equation to link domains. The storage cell ap-65

proach was later adopted also by Bladé et al. [4] on academic test cases. In66

a similar way Kuiry et al [23] applied a simplified 1D- quasi 2D model to a67

stretch of River Severn, solving 1D SWE in the river channel and using a68

storage cell method to compute the overbank flow. The exchange between 1D69

and 2D models is represented by the diffusive wave approximated equation.70

Villanueva and Wright integrated a 1D model with two 2D models [39], the71

first based on a storage cell approach and the second on a Riemann solver.72

These models are linked via spills between the main channel and the flood-73

plain with mass transfer. In [29] two strategies are reviewed to improve urban74
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flood forecasting. The first consists of a simplification of the mathematical75

formulation using an efficient 2D raster storage cell approach coupled to a76

1D channel model. The second one uses a sub-grid parametrization to rep-77

resent the effects of buildings and micro topography on flow pathways and78

floodplain storage. The two strategies are evaluated through a numerical79

experiment designed to reconstruct a flood in the city of Linton, England.80

Castellarin et al. developed and tested the applicability of a quasi 2D hy-81

draulic model [9] to aid the identification of large scale flood risk mitigation82

strategies. This approach considers the interaction between the channel and83

the floodplains only by mass transfer, completely neglecting the momentum84

exchange.85

In most of the proposed 1D-2D models, the connection is formulated by86

means of a lateral weir equation [38, 15] in which the exchanged volume87

is governed by surface level differences [26]. The same idea was applied in88

[21] to solve a levee break. The authors coupled a full 1D model based89

on SWE solved by Preissman method with a 2D model which solves the90

diffusion wave equation by a finite difference method. The overflow through91

the broken levee is treated as an internal boundary condition. Yin et al.92

coupled a 1D solution of the full form of the SWE and a 2D floodplain93

flow model to predict the Huangpu river flood and inundation extents [41].94

In [16] the hybrid methodology was also used on a 28km reach of Reno95

River: flows through the lateral weir and simulated breaches were computed96

by a 1D approach and then adopted as the inflow boundary condition for97

a 2D model of the flood-prone area. Horritt and Bates [22] compare two98

approaches to model floodplain inundation: a raster-based approach, with99

channel flow being resolved separately from the floodplain using either a100

kinematic or diffusive wave approximation, and a finite-element hydraulic101

model aiming to solve the full 2D SWE. The approaches are tested on a102

flood event on a short reach of the upper River Thames in the UK, and are103

validated against inundation extent as determined from satellite synthetic104

aperture radar (SAR) imagery. Masoero et al. [28] apply a similar approach105

to compute the flow through the levee breach of the river Po.106

Miglio et al. [30] applied an iterative procedure to solve the coupled 1D-107

2D problem after transforming the 2D variables into 1D integrated quantities108

and imposing continuity at the interfaces. This technique turns out to be a109

reliable strategy provided that a proper choice of the subdomain is performed,110

only for simple configurations (e.g. a straight channel or a river bifurcation).111

Yu and Lane [42] propose a loosely coupled approach where the 1D model112

4

 

 

 



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

is used to provide boundary conditions to the 2D model at the floodplain113

interface prior to the initialisation of the 2D model. This study showed that,114

if the exchange between river and floodplain is not represented correctly, it115

is likely that flood inundation extent will not be modelled correctly. The116

importance of boundary conditions for flood inundation predictions is also117

emphasized.118

The idea of a locally zoom model superimposed over an open channel119

network global model is elaborated in [19, 17]. The zoom model (2D SWE)120

describes additional physical phenomena which are not represented by the121

global model (1D SWE). The application of this model is only shown for toy122

test cases. The same model was further developed in [27] showing results for123

simple test cases.124

Recent research has advanced in exploring 1D-2D coupling strategies to125

combine the best attributes of each model. In [18] a coupled 1D-2D model126

was presented, in which the momentum transfer between the main channel127

and the floodplain is taken into account. The model is first applied to simple128

test cases and then to a real world configuration. Also a coupling approach129

of a 1D and a 2D model working in subcritical conditions is found in [11].130

A numerical method for coupling full 1D and 2D finite volume scheme131

is presented by Morales-Hernández et al. [31]. The linking between the two132

models is pursued by exchanging the necessary information to achieve a fully133

conservative 1D-2D coupled model, considering the information that leaves134

out each computational domain and its connection to the boundary condi-135

tions. In that preliminary work, the performance of the coupled model was136

evaluated in academic test cases specifically designed to check the influence137

of the flow regime at the coupling zone.138

In the present work, a extension of [31] to realistic problems of interest139

in engineering is explored. The topography is usually described by means of140

cross sections in the main channel of a river and with DEM (Digital Eleva-141

tion Model) over the floodplain. These two sets of data do not always match142

perfectly. Instead, they overlap in some regions or generate gaps in others143

[10]. Our effort has been devoted to obtain the best topography representa-144

tion required by all the models. In particular, left and right bank limits have145

to be identified in the cross sections to enable the connection with the 2D146

floodplain when facing a lateral coupling. Moreover, a careful and detailed147

surface level/water volume is required at the coupling zone to ensure the148

success of the proposed coupling strategy.149

Both models are implemented using a single finite volume framework150

5

 

 

 



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

based on an explicit first order upwind numerical scheme [6]. The way of151

coupling the 1D and 2D hydrodynamical models can be frontal or lateral and152

is presented according to [31]. The 2D computation can be performed over153

structured/unstructured triangular and squared meshes and this possibility154

will be illustrated.155

The main objective of this work is to stress the capability of the proposed156

1D-2D coupled model in flood applications. After this introduction, the157

governing equations as well as the numerical scheme are detailed. The 1D-2D158

coupled model is outlined, with special emphasis on the connection between159

the models. Then, one laboratory experimental test case corresponding to160

a levee break in a channel propagating into a lateral flood plain [3] has161

been simulated and then the coupled model is applied to a real flood in162

the Tiber River, Italy. Numerical results of the 1D-2D coupled model are163

compared with those obtained with fully 2D schematisation as well as with164

field measurements.165

2. Governing equations166

2.1. 1D shallow water equations167

The 1D shallow water equations express the conservation of mass and168

momentum in the longitudinal direction and can be written in conservative169

form as follows:170

∂U(x, t)

∂t
+
dF(x,U)

dx
= H(x,U) (1)

U =

(
A
Q

)
, F =

(
Q

Q2

A
+ gI1

)
H =

(
0

g [I2 + A (S0 − Sf )]

)
(2)

where Q is the discharge, A is the wetted area, g is the acceleration due to171

the gravity, S0 accounts for the bed variations172

S0 = −∂zb
∂x

(3)

and Sf represents the friction losses modelled by means of the empirical173

Manning-Strickler formula:174

Sf =
Q2n2

A2R4/3
(4)
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being n the Manning’s roughness coefficient. In this work, the hydraulic175

radius R has been chosen as R =
A

B
where B is the top width surface. This176

fact allows to homogenize the meaning of the roughness coefficient n in both177

the 1D and the 2D models. I1 and I2 account for hydrostatic and longitudinal178

width variation pressure forces respectively:179

I1 =

∫ zs

zb

(h− η)σ(x, η) dη I2 =

∫ zs

zb

(h− η)
∂σ(x, η)

∂x
dη (5)

where zs is the water level, zb is the bed level and σ(x, η) is the width of the180

cross section. It is feasible to derive the non-conservative system of equations181

from Eqs. (1), (2), considering the following remark [31, 8]:182

dF(x,U)

dx
=
∂F(x,U)

∂x

∣∣∣∣
U=const

+
∂F(x,U)

∂U

∣∣∣∣
x=const

∂U(x, t)

∂x
(6)

Therefore, 1D shallow water equations can be written accordingly:183

∂U(x, t)

∂t
+
∂F(x,U)

∂x

∣∣∣∣
x=const

= H′(x,U) (7)

where H′(x,U) represents the vector related with the sources, expressed184

in the non-conservative form:185

H′(x,U) = H(x,U)− ∂F(x,U)

∂x

∣∣∣∣
U=const

(8)

2.2. 2D shallow water equations186

The depth averaged mass and momentum conservation are expressed as187

follows for the 2D shallow water equations:188

∂U

∂t
+
∂F(U)

∂x
+
∂G(U)

∂y
= H(U) (9)

where U are the conserved variables:189

U = (h, qx, qy)
T (10)

and F,G are the fluxes of these variables:190
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F =

(
qx,

q2
x

h
+

1

2
gh2,

qxqy
h

)T

, G =

(
qy,

qxqy
h
,
q2
y

h
+

1

2
gh2

)T

(11)

being h the water depth and qx and qy the unit discharges in x and y com-191

ponents respectively. The vector of source terms in (9) includes the presence192

of bed and friction slopes193

H = (0, gh(S0x − Sfx), gh(S0y − Sfy))
T (12)

where the bed variations of the bottom level z in x and y directions are194

S0x = −∂zb
∂x

, S0y = −∂zb
∂y

(13)

and the friction slope is expressed, as in the 1D model, in terms of the195

Manning’s roughness coefficient n:196

Sfx =
n2u
√
u2 + v2

h4/3
, Sfy =

n2v
√
u2 + v2

h4/3
(14)

3. Numerical scheme197

In this work, the focus is put on upwind first order finite volume schemes198

for both 1D and 2D models. Although the common practice in CFD models199

is to use high order (at least second order) schemes, in flood propagation200

modelling first order schemes are sufficient [33, 34]. The main reason is201

that in the majority of the flows concerning realistic applications, the source202

terms dominate over the convective terms. Therefore, the use of second order203

schemes is not always justified by the increase in computational costs as the204

focus is put on the correct balance of fluxes and source terms. Both 1D and205

2D systems of conservation laws can can be written compactly:206

∂U

∂t
+
−→∇E = S (15)

where E=F and S = H′ in the 1D model and E=(F,G) and S = H in the 2D207

case. In order to derive the finite volume scheme, this equation is integrated208

in a computational cell Ω :209

8
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∂

∂t

∫

Ω

U dΩ+

∫

Ω

(
−→∇E) dΩ =

∫

Ω

S dΩ⇒ ∂

∂t

∫

Ω

U dΩ+

∮

∂Ω

E n dm =

∫

Ω

S dΩ

(16)
where n denotes the outward normal vector to the cell. The Jacobian Jn of210

the normal flux E n can be diagonalized in terms of the diagonal matrix Λn,211

formed by its eigenvalues and P, containing its eigenvectors:212

Jn = P Λn P−1, Λn = P−1JnP (17)

Roe’s linearization [37] is used to decouple the original hyperbolic system (15)213

and to define locally an approximate matrix J̃n at each interface k. Denoting214

i and j the neighbouring cells sharing this interface k, the differences in the215

vector of conserved variables U across k can be written in terms of the216

linearized eigenvectors basis ẽm:217

δUk = Ui −Uj =
∑

m

(α̃ ẽ)mk (18)

The vector of source terms is also projected onto the eigenvectors basis and218

discretized following the upwind philosophy:219

Sk =
∑

m

(β̃ ẽ)mk (19)

The explicit first order upwind numerical scheme for the 1D model can220

be expressed as follows [31, 8]:221

Un+1
i = Un

i −
∆t1D
δx



(∑

m

λ̃+γ̃ẽ

)m

i−1/2

+

(∑

m

λ̃−γ̃ẽ

)m

i+1/2




n

(20)

where m = 2, k = 2, i + 1/2 denotes the interface between cells i and i + 1222

(analogous with i− 1/2 and cells i− 1 and i), γ̃mi+1/2 =

(
α̃− β̃δx

λ̃

)m

i+1/2

and223

λ̃±mi+1/2 =
1

2
(λ̃± |λ̃|)mi+1/2. The time step size is restricted by the Courant-224

Friedrich-Lewy condition:225
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∆t1D = CFL
δx

maxm,i |λ̃m|i
CFL ≤ 1 (21)

where CFL is the Courant number.226

The formulation of the 2D first order upwind explicit scheme is completely227

equivalent to the 1D model [32, 6, 7]:228

Un+1
i = Un

i −
∆t2D
Si

NE∑

k=1

∑

m

[
(λ̃−γ̃ẽ)mk lk

]n
(22)

This expression shows that the conserved variables from time n to time n+1229

will be updated according to the contributions that arrive from the neigh-230

bouring walls to the cell i with area Si. In the 2D model, m = 3, NE is231

the number of neighbouring cells (NE = 3 in the case of triangular grids,232

NE = 4 for squared grids) and lk is the length of each interface. The time233

step is again limited by the CFL condition234

∆t2D = CFL
min(χi, χj)

maxm |λ̃m|
CFL ≤ 1 (23)

where χi represents a characteristic distance of cell i and its k neighbouring235

edges, necessary when dealing with unstructured triangular grids:236

χi =
Si

maxk=1,NElk
(24)

It is worth remarking that both 1D and 2D numerical schemes have proved237

to be conservative, well-balanced and positivity preserving when used sepa-238

rately [8, 32].239

4. 1D-2D coupled model240

The 1D and 2D numerical schemes presented above are coupled by means241

of the fully conservation property [31]. For that purpose, it is feasible to242

define a new element of discretization in which the 1D and the 2D cells can243

interact: the coupling zone. It is constituted by one 1D cell and NC 2D244

adjacent computational cells hence a good meshing procedure is required to245

ensure this fulfilment. Thereupon, two configurations appear naturally with246

respect to the 1D model: frontal and lateral. In particular, Figure 1 displays247
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Figure 1: Lateral coupling zone in a river: 3D view (left) and plant view (right)

a lateral coupling zone in a complex river with uneven bathymetry in a 3D248

view (left) and its representation in plant (right).249

The mentioned coupling zones are constructed in the pre-process and250

subsequently the set of initial conditions for each model is applied. Once251

the computation starts, and for each iteration, a suitable time step size is252

essential to handle the interaction between the models. As seen before, each253

model has its own time step size that comes from their corresponding stability254

conditions. Therefore, in order to homogenize it, a global ∆t is selected as255

the minimum value of the two models:256

∆t = min(∆t1D,∆t2D) (25)

Once the time step size is established, each model runs independently257

according to (20) and (22) respectively, that is, without interacting between258

them. The new conserved variables provided by each numerical scheme, de-259

noted from now on with a superscript star ∗, are used to link both models.260

Depending on which strategy (only mass conservation or mass and momen-261

tum conservation) is imposed, the models will exchange the required infor-262

mation at each coupling zone and will update its own conserved variables263

with the new states to move forward to the following time step. Figure 2264

summarizes the flowchart followed in this work for the 1D-2D coupled model.265
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Figure 2: Flowchart of the 1D-2D coupled scheme

4.1. Exchanging the information between the models: Coupling strategies266

In the frontal configuration, the 1D and the 2D models will always ex-267

change information provided they are wet. On the opposite, in the lateral268

configuration, both models will obviously interact only when a flooding at269

the coupling zone is registered, whether by the 1D model or by the 2D model.270

Consequently, it is necessary to establish an ‘overflow level’ for each lateral271

coupling zone, which will be split into two levels (left overflow and right over-272

flow). In this work, a simple linear interpolation between the extreme left273

12
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and right points of the each 1D cross section is established as the left and274

right overflow levels respectively. Four possibilities arise:275

• No overflow. There is not interaction between the models (Figure 3,276

(a)).277

• Left overflow. The models exchange information between the 1D cell278

and the 2D adjacent cells which are on the left side of the coupling zone279

(Figure 3, (b)).280

• Right overflow. The models exchange information between the 1D281

cell and the 2D adjacent cells which are on the right side of the coupling282

zone (Figure 3, (c)).283

• Left and right overflow. The models exchange information between284

the 1D cell and all the 2D adjacent cells involved at the coupling zone285

(Figure 3, (d)).286

If an overflow occurs at the coupling zone, both models must interact and,287

in this work, two approaches are proposed based on a fully mass conservation288

or mass and momentum conservation respectively. The Only Mass Conser-289

vation (OMC) consists of imposing a joint water surface level at each the290

coupling zone. In order to be able to adapt the variables provided by each291

model, the total water volume at the coupling zone is evaluated. However,292

it is not only a question of accounting for the amount of water present at293

the corresponding time inside the coupling zone, but also the discharge inte-294

grated in time that crossed the boundary edges separating the two models.295

Therefore, the total volume of the coupling zone, VCZ holds:296

VCZ = A∗1D δx +

NC∑

i

h∗i Si +Qn
1D n1D ∆t+

NC∑

i

(Fn
1i · ni li) ∆t (26)

where Fn
1i = (qx, qy), li the length of each boundary edge shared by the 1D297

and 2D domains at the corresponding coupling zone and ni the outward298

normal direction to the 2D cell (see Figure 1, right). It is worth clarifying299

that n1D = 0 in the lateral coupling while n1D = ±1 in the frontal coupling300

configuration. The meaning of equation (26) condense indeed the strict mass301

conservation property: the volume of water of the 1D model, A∗1D δx, of the302

13
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(a) No overflow (b) Left overflow

(c) Right overflow (d) Left and right overflow

Figure 3: Possibilities for the interaction between the 1D and the 2D models in a lateral
configuration

2D model,

NC∑

i

h∗i Si, as well as the 1D-flow, Qn
1D n1D ∆t, and the 2D-flow,303

NC∑

i

(Fn
1i · ni li) ∆t, that cross the edges between the two models.304

The same water level surface, zn+1
s is enforced at the coupling zone. Thus, it305

is necessary to distribute appropriately the volume VCZ in both 1D and 2D306

models with the aid of level-volume tables, built in the pre-process for each307

coupling zone, that are able to deal with complex topography.308

Let consider a coupling zone as in Figure 4 (a), composed by one 1D309

irregular cell, two coupled 2D cells called 1 and 2 on the left side and three310

coupled 2D cells called 3, 4 and 5 respectively on the right side. Figure 4 (b)311

14
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shows a sliced sketch of the mentioned coupling zone, where the straight lines312

represent the bottom or elevation of the corresponding 2D coupled cells.313

(a) (b)

Figure 4: Coupling zone (a) and sliced sketch (b)

First of all, it is necessary to construct a vector of N levels zsk , where N314

represents the sum of the 1D points defining the irregular cross sections for315

the 1D model as well as the elevation of the 2D coupled cells. Then, this316

vector of levels is sorted from lower to higher and a table with the information317

included in (27)318

zsk bk Sk dBzk Vk (27)

must be filled. As displayed in Figure 4, k indicates the vector index, zs is319

the surface level, b is the corresponding width in the 1D model, S includes320

the accumulated 2D cell sizes, dBz is the corresponding side slopes and V321

is the water volume. While the construction of zsk , bk, Sk and dBzk is a322

straightforward geometric procedure, the volume is achieved following the323

rule:324

Vk+1 = Vk + Ck(zsk+1
− zsk) +

1

2
dBzkδx (zsk+1

− zsk)2 (28)

being δx the 1D cell size and C = bδx + S. During the computation, a325

water volume VCZ is achieved from (26) at the coupling zone, that will be326

associated to a correct level zn+1
s . In order to do this assignment, the second327

order (in zn+1
s ) equation (29) should be solved:328

VCZ = Vj + Cj(z
n+1
s − zsj) +

1

2
dBzjδx (zn+1

s − zsj)2 (29)
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where j is the index corresponding to Vj, immediately below VCZ in the table329

(27). Finally, the unique solution for zn+1
s satisfying330

zsj ≤ zn+1
s ≤ zsj+1

(30)

is imposed as the desired water surface level. Finally, the models, supplied331

with this common water level surface, update its own conserved variables as332

follows:333

An+1
1D = An+1

1D (zn+1
s ) hn+1

i = zn+1
s − zbi (31)

The second strategy is called Mass and Momentum Conservation (MMC)334

and can be considered as an extension of the OMC strategy, in which not335

only a common level surface at the coupling zone is imposed but also the336

velocities in x and y direction. The 1D discharge, Q1D, has to be converted337

into a vector with a flow angle θ338

Q1D  (Qx1D, Qy1D) = (Q1D cos θ,Q1D sin θ) (32)

which allow to bidimensionalize the 1D discharge into the 2D space. For339

instance, in a channel completely oriented to the x-direction (assume the340

flow goes from left to right) , θ = 0 while in a channel oriented to the y-341

direction (the flow goes from upper to lower), θ = −π/2. In a complex342

river, the thalweg or centerline of the river has to be computed in order to343

sample the normal direction along this thalweg. Therefore, different θ′s will344

be computed for different coupling zones (depending of the river orientation345

in the 2D space).346

Consequently, the idea of a strict conservation (previously explained for the347

water volume) can be applied to the momentum in the x direction:348

Mx = Qx
∗
1D δx+

NC∑

i

(qx)∗i Si + En
x n1D ∆t+

NC∑

i

(Fn
2i · ni li) ∆t (33)

and in the y-direction:349

My = Qy
∗
1D δx+

NC∑

i

(qx)∗i Si + En
y n1D ∆t+

NC∑

i

(Fn
3i · ni li) ∆t (34)
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where350

En
1D = (Ex, Ey)

n
1D =

(
(Qx)2

A
+ gI1,

(Qy)
2

A
+ gI1

)n

1D

Fn
2i =

(
q2
x

h
+

1

2
gh2,

qxqy
h

)n

i

Fn
3i =

(
qxqy
h
,
q2
y

h
+

1

2
gh2

)n

i

(35)

It is important to notice again that n1D = 0 in the pure lateral coupling and351

n1D = ±1 in the frontal configuration. As the water volume VCZ has been352

previously computed, average velocities u and v in x and y direction can be353

deduced from:354

VCZ u = Mx VCZ v = My (36)

With this information, the conserved variables are updated:355

(qx)n+1
i = hn+1

i u (qy)
n+1
i = hn+1

i v (37)

Qn+1
1D = An+1

1D (u cos θ + v sin θ) (38)

The imposition of only mass conservation (OMC) and mass and momen-356

tum conservation (MMC) is not a simple task and, in particular, boundary357

conditions play an important role. As an illustration, the 2D domain always358

ends up at each coupling zone in a lateral coupling configuration. In fact, the359

imposition of the OMC or MMC strategy is certainly related to the number360

of boundary conditions needed for each model when facing up to subcritical361

or supercritical flow [31]. Therefore, the Froude number is computed locally362

at each coupling zone and for each model:363

Fr1D =




Q

A

√
g
A

B




1D

Fr2D =
1

NC

NC∑

i

Fri (39)

If the flow is supercritical, i.e., Fr1D > 1.0 or Fr2D > 1.0, MMC is enforced.364

Otherwise, the OMC technique is used. Therefore, the MMC strategy is365

designed so that it reduces automatically to the OMC when less boundary366

conditions have to be imposed at the coupling zone. Indeed, the MMC strat-367

egy seems a priori to be more sophisticated than OMC due to the fact that it368
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is being exchanging information not only related to the mass in both 1D and369

2D models but also related to the momentum. However, when dealing with370

subcritical flow at the coupling zone, only one variable (the common water371

level surface, OMC strategy) has to be imposed. Otherwise, if enforcing the372

MMC technique, more information than necessary is provided so that the373

system is “overdetermined” in a certain way and may produce non-physical374

results [31]. In conclusion, the corresponding strategy (OMC or MMC) is375

dynamically and locally chosen according to the discrete flow regime at each376

coupling zone.377

5. Laboratory test case: Levee breaking in a channel with a flood378

plain379

A test case measured in a laboratory is presented for the validation of380

the numerical strategies proposed in the above sections. It consists of a levee381

breaking test in which the inundation area is initially dry. This experiment382

was performed in the Parma University laboratory [3]. The experimental383

facility consisted of a laboratory flume (10 m long and 0.30 m wide) with a384

lateral opening of width b = 0.28 m in one of the side walls. A lateral plane385

was attached to the flume in order to represent a inundation area. The entire386

set-up (flume and lateral plane) was placed at slopes equal to 0.1% in the x387

direction and 0.0% in the y direction respectively.388

The Manning’s coefficient n = 0.0105 m/s1/3 suggested by [3] in the ex-389

periments was used for the bottom and the side walls. In particular, all the390

models were run using the same roughness coefficient which was not cali-391

brated in this case. The initial condition is steady flow of 0.01 m3/s all392

over the channel and the boundary conditions consist of a constant inflow393

discharge of 0.01 m3/s at the inlet and critical flow at the outlet boundary.394

Water depths along the y direction were measured inside the flume just up-395

stream the breach section by ultrasonic distance meters. The position of the396

probes as well as the topography of the test case are illustrated in Figure 5.397

In this work, numerical results obtained with two different strategies of398

coupling (frontal and lateral) are presented together with the numerical re-399

sults obtained with a 2D model. The fully 2D mesh used for the computation400

is structured with 17390, 0.02 × 0.02 m squared elements. The lateral config-401

uration is composed by the channel, represented by 200 cross sections spaced402

each 0.05 m and the flood plain, described by 9890 squared elements (0.02 ×403

0.02 m). In addition, a ‘double’ frontal coupling configuration is proposed:404
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Figure 5: Laboratory test case. Full set-up (upper) and detail of the squared mesh and
the location of the probes (lower)

the channel is characterized by the 1D model for the first 5.28 m and for the405

last 3.94 m and the rest of the domain is modelled by a structured 2D grid of406

0.02 × 0.02 m size (10475 squared cells). Figure 6 shows the 1D-2D lateral407

and frontal configurations respectively.408

The evolution in time in terms of water depth series is registered at each409

probe. The experimental observations are contrasted against the numeri-410

cal results achieved by the fully 2D model, the 1D-2D lateral and frontal411

configuration in Figure 7.412

The lateral coupling approach is not able to reproduce the experimental413

elevations far from the gate opening, since in the position of the water gages414

the flume is modelled by 1D sections in which the water depth is assumed to415

be constant. Concerning the frontal configuration, the results are very similar416

to those obtained by the fully 2D model. As the only provided measurements417

are placed inside the main channel, the behaviour of the schemes inside the418

floodplain can not be compared against experimental data. However, it is419

feasible to compare the numerical results achieved by the 1D-2D coupled (in420

both frontal and lateral configurations) against the same numerical results421

obtained by the complete 2D model. With this purpose, the evolution of time422

of water depth at points P1P = (5.01, 1.59), P2P = (6.75, 1.59), P3P =423
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Figure 6: Laboratory test case: 1D-2D lateral (upper) and frontal (lower) configurations
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Figure 7: Laboratory test case: Comparison of numerical results and experimental mea-
surements at probes P1 (upper left) to P9 (lower right)
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(6.75, 0.85) and P4P = (5.01, 0.85) (all of them inside the floodplain area) is424

plotted in Figure 8. Moreover a snapshot of the system for the three schemes425

at time t = 11.2s is shown in Figure 9.426
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Figure 8: Laboratory test case: Comparison of numerical results and experimental mea-
surements at probes P1P (upper left) to P4P (lower right)

Although the results are slightly underestimated by the 1D-2D coupled427

model, the overall behaviour is captured and the numerical solutions are428

comparable to that obtained by the 2D model. Regarding the snapshot, the429

frontal configuration seems to provide better results with respect to the 2D430

approach since the channel profile is well approximated. However, if focusing431

in the floodplain results, even the lateral configuration provides accurate and432

acceptable results. Therefore, it can be concluded that frontal configuration433

should be used if the interest is put on the variation across the main channel434

(in a junction, for example). Otherwise, the overall behaviour far from the435

detail of the main river or channel is captured by both 1D-2D models.436

The computational time consumed by each model is described in Table437

1. Although they are in the order of seconds and the CPU time is very438
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Figure 9: Laboratory test case: Snapshot at time t = 11.2s for the 1D-2D lateral, 1D-2D
frontal and 2D models (from upper to lower respectively)
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Numerical model CPU time (s) Speed-up

1D-2D frontal 52.06 s 2.029

1D-2D lateral 51.80 s 2.039

2D 105.61 s -

Table 1: Laboratory test case: CPU time and speed up for each model

influenced by the preprocessing and the writing data process, both 1D-2D439

coupled configurations are able to halve the computational time with respect440

to the fully 2D model.441

6. Application to the Tiber river flood simulation442

6.1. Topography definition443

Developments in GIS software and in computer processing allow the use444

of high-resolution DEMs in hydraulic simulations. Hydraulic variables like445

flow depth and velocity components can be highly variable over small spatial446

scales and, as such, are extremely sensitive to terrain parametrisation in447

topography-based simulation models. Small errors in specifying bed elevation448

may have a large impact on the prediction of the flooding area.449

The data available for this study were a digitized cartography (scale450

1:10000) covering the bottom of the valley together with aerial photographs.451

Moreover a 2 m x 2 m resolution digital elevation model (DEM) was also452

available together with 600 cross sections coming from land surveys. The453

topography used by the authors was obtained integrating the DEM with the454

land surveyed cross sections (10 for the considered reach displaced in or-455

ange in Figure 10) in order to describe correctly the floodplain and the main456

channel.457

The geometric description of the river channel and surrounding topog-458

raphy was essential for creating a computational mesh consistent with the459

surface of the study area. It can significantly affect the numerical results. In460

this case, first, the banklines were delineated to separate the river from the461

flooding area. Then, the 2D domain was built in order to guarantee the best462

match between land surveyed cross section in the river and DEM extracted463
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Figure 10: Aerial photograph of Ponzano area with original and interpolated 1D cross
sections

cross sections. As an example, Figure 11 shows a particular 1D cross section464

coming from the land survey and the corresponding one extracted by the465

modified DEM. Since the comparison is reasonable, the modified DEM was466

used in this work.467

6.2. Tiber river flood468

Tiber river is one of the most important Italian rivers: the catchment area469

at Rome is about 17000 km2. It is 406 km long, flowing from the Apennine470

Mountains to the Tyrrhenian Sea. Its mean discharge is 267 m3/s while the471

discharge for a return period of 200 years is 3200 m3/s. For this study, a472

6 × 2 km reach is considered, which will be referred to in what follows473

as the Ponzano reach. The flood here simulated occurred between the 27th474

of November and the 1st of December 2005. Its estimated return period is475

50 years. The maximum discharge in the Ponzano reach was about 1440476

m3/s and the surrounding area was almost completely flooded. As a result,477

several measurements were registered at different sections. Figure 12 shows478

the inflow hydrograph (left) imposed as upstream boundary condition. The479

recorded evolution in time of the water level surface as well as the discharge480

at the outlet section were used to build the downstream boundary condition481

in the form of a gauging curve (see Figure 12, right).482
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Figure 11: Comparison between the land surveyed and the DEM reconstructed extraction
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Figure 12: Ponzano reach: upstream (left) and downstream (right) boundary conditions
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Figure 13: Ponzano reach: Topography and location of section and probes (left) and
Manning roughness map (right)

The time evolution of the water surface elevation was measured in two483

sections in the Ponzano reach (S1 and S2), located inside the main channel.484

Besides the observed data, five probes were selected in order to compare all485

the proposed numerical models. The location of sections and probes as well486

as the topography of the Ponzano reach are shown in Figure 13 (left).487

In order to define homogeneous roughness areas, according to [2], two488

zones were defined: one for the main river with n = 0.035 m/s1/3 and the489

other one for the floodplain area with n = 0.0446 m/s1/3 (Figure 13, right).490

No further calibration of the Manning coefficient value was performed as the491

focus of the present work is put on the relative performance of the models.492

For the simulation of this event, two numerical models are used: a fully493

2D numerical model and the suggested coupled 1D-2D model with a frontal494

and a lateral configuration. A fully two dimensional non structured domain495

made of 15985 elements was first developed. As this domain describes poorly496

the main channel (even with only 2 elements), a refined mesh only in the main497

channel is used as reference, made of 26895 elements. The 2D coarse mesh498

was then used to get the coupled lateral and frontal domains.499

7. Discussion of the results500

7.1. Local measurements and flooded area501

The recorded water elevations in sections S1 and S2 are compared, in502

Figure 14, with the numerical results on the fully coarse and refined 2D503

domain, and using the frontal and lateral coupling.504

The numerical models can be also compared by using the information of505

the evolution in time of the water surface elevation registered on the probes506

P1-P5 (see Figure 15).507
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Figure 14: Ponzano reach: Comparison between measured and computed data for sections
S1 and S2
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Figure 15: Ponzano reach: Comparison among the different numerical models at probes
P1-P5
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The 1D-2D frontal model and the 2D coarse simulation generate almost508

the same results due to the fact that the 1D domain inside the frontal cou-509

pled configurations only covers a very small surface. Although the maximum510

peaks in water surface elevations are fairly captured, the peak times are not511

well reproduced by these models. In fact, the flooding wave comes earlier512

than the 2D fine and the 1D-2D coupled lateral configuration. This behaviour513

is also observed at probes P1-P5 if compared to the 2D fine model. Addi-514

tionally, the water surface elevations are always overestimated. This fact is515

possibly due to the bad representation of the river bathymetry since a small516

number of elements discretize the main channel in both the 1D-2D frontal517

and the 2D coarse models.518

The numerical results achieved by the fully 2D fine mesh are more ac-519

curate, although the water peaks in section 2 are not well reproduced. All520

models are unable to simulate well the observed data for section 2 so that521

it could be an effect of the downstream boundary condition, the Manning522

roughness coefficient (assumed constant along the main river) or even the523

bad representation of the bathymetry near this zone.524

The 1D-2D coupled lateral model achieves reasonable results, compared525

to those obtained by the fully 2D fine mesh. It is worth emphasizing that526

the lateral coupling represents the main channel with 1D cross sections hence527

providing more reliable results than the 2D model if not appropriately dis-528

cretized. In terms of timing both the 1D-2D lateral model and the 2D fine529

mesh model predict similar results at sections S1 and at all the observa-530

tions points P1-P5. However, the water depth is sometimes underestimated531

(mainly probes P3 and P4).532

This analysis is based on local measurements (sections and probes) along533

the domain. However, the differences can be estimated in terms of inundation534

maps generated by each numerical model. As an example, three snapshots535

during the flood at times t=33h, t=80h and t=113h (final state) are plotted536

at Figures 16, 17 and 18.537

As can be observed, the flooding extension is almost well captured by538

all the schemes presented. In particular, the 1D-2D lateral configuration is539

able to reproduce appropriately the flooded area achieved by the reference540

solution, being partially overestimated with the fully 2D coarse mesh. In541

order to corroborate this hypothesis, the evolution in time of the flooded542

area (in km2) computed by each model is plotted in Figure 19. Although the543

lateral coupling underestimates the flooding area during the peak discharge,544
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Figure 16: Ponzano reach: Flooded area at time t=33 h. computed by the 2D coarse
(upper left), 1D-2D frontal (upper right), 1D-2D lateral (lower left) and 2D fine model
(lower right)

it is able to reproduce better the behaviour achieved by the reference solution545

not only in terms of magnitude but also in terms of peak time accuracy.546

7.2. Computational time547

Attending to the cross comparisons displayed above, the use of a cou-548

pled 1D-2D numerical model has proved to be accurate with respect to the549

2D numerical model, used as reference in absence of experimental data. Al-550

though the triangle cell areas far from the main river are the same and the551

uncertainties related to the discretization in the floodplains are removed, the552

2D model requires a fine representation of the channel bathymetry to ensure553

correct results. Considering that the time step is governed ultimately by the554

cell sizes of the domain, the use of a 1D-2D coupled model should reduce555

considerably the computational time. In fact, not only the time step size is556

enlarged when using a 1D-2D lateral coupled model, but also the cells dis-557

cretizing the main river domain are eliminated of the computation, achieving558

a double gain.559
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Figure 17: Ponzano reach: Flooded area at time t=80 h. computed by the 2D coarse
(upper left), 1D-2D frontal (upper right), 1D-2D lateral (lower left) and 2D fine model
(lower right)

Table 2 shows the CPU time consumed by each model and the gain in560

terms of speed-up’s of the 1D-2D coupled model with respect to the 2D561

refined model.562

Numerical model CPU time (s) Speed-up

1D-2D frontal 2000.89 s 10.97

1D-2D lateral 1441.75 s 15.22

2D fine 21952.55 s -

Table 2: Tiber river test case: CPU time and speed up for each model

A significant reduction in the computational time is observed when us-563

ing a 1D-2D coupled model. In particular, the lateral configuration, which564
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Figure 18: Ponzano reach: Flooded area at time t=113 h. computed by the 2D coarse
(upper left), 1D-2D frontal (upper right), 1D-2D lateral (lower left) and 2D fine model
(lower right)

achieved better results is able to carry out the simulation 15 times faster565

than the fully 2D model. A similar gain could be obtained by parallelizing566

the 2D code on distributed memory architectures using MPI, on the most567

common shared memory processors by means of OpenMP [24] or even using568

the more recent paradigms such as GPU computing [25]. However, the pro-569

posed 1D-2D model can also be parallelized adopting the same techniques,570

and the speed-up’s should scale accordingly in the 1D-2D model. It is worth571

noting that all the simulations were carried out in a Intel Core 2 Duo Quad572

Core Q9550 2.83 GHz.573

8. Conclusions574

A 1D-2D coupled model has been presented for predicting flood inunda-575

tion in river basins. Both 1D and 2D models are implemented in a finite576

volume framework, using an explicit first order upwind numerical scheme577

based on Roe’s linearization. The coupling zone has been generalised to578

complex problems that may be encountered in realistic applications. This579
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Figure 19: Ponzano reach. Time evolution of the flooded area computed by each model

requirement implies a suitable meshing procedure, able to achieve a perfect580

match between the 1D and the 2D domains that are geometrically coupled.581

The models are dynamically linked using exclusively information from582

the computational cells, without any extra condition. In order to couple583

the models, two strategies are extended this work, based on conserving mass584

(OMC) or mass and momentum (MMC) respectively. The computation of585

the fully mass and momentum conservation is carefully carried out by means586

of the information that is exchanged through the computational edges or587

interfaces that separates both models. Therefore, the choice of the local ad-588

equate strategy will be closely related to the number of boundary conditions589

to be imposed and the flow regime that takes place at each coupling zone.590

In irregular geometries, it is necessary to define exactly the location and591

the moment of overflow occurrence that triggers the connection between the592

models. Consequently, left and right overflow levels have to be constructed593

for each coupling zone. On the other hand, the correct distribution of the594

water volumes between the models is performed by means of hydraulic tables595

that accounts for the variability not only in the bathymethy of the 1D cross596

sections but also in the elevations of the 2D cells. This fact will ensure a597

perfect well-balancing for the 1D-2D coupled model.598

The model has been tested for a levee breaking laboratory experiment and599
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then applied to the Tiber river near the urban area of Rome (Italy). Different600

meshes have been used for the discretization of the domain: structured and601

unstructured ones. Numerical results have been compared with a fully 2D602

model as well as with experimental and field measurements when possible.603

In the laboratory test case, when representing the domain with a 1D604

model (inside a 1D-2D lateral configuration), the two dimensional features605

within the channel are not well captured. However, when regarding the606

propagation into the lateral floodplain, the numerical results are satisfactorily607

captured. Besides, the 2D model represents correctly such features. Also the608

1D-2D frontal coupling gives very similar results in comparison to the 2D609

simulation.610

The simulation of a flooding event in a river reach of the Tiber river has611

been next performed. Field measurements were available at different loca-612

tions and the results achieved by the coupled model (frontal and lateral) are613

compared to those obtained by a fully 2D model (coarse and fine meshes).614

Also the flooding extension is evaluated using inundation maps. The frontal615

1D-2D model achieves similar results to the fully 2D model. However, the616

restriction of using a time step governed by the 2D cells inside the river to-617

gether with the difficulty of choosing where the 1D model ends up, makes618

this option not as attractive as the 1D-2D coupled model with lateral con-619

figuration.620

In conclusion, the frontal coupling offers the possibility to model in 2D621

a river reach or a channel. This is useful if detailed information across the622

channel/river section is required (i.e., when modelling a junction) and a very623

fine mesh is used inside the channel/river. In the case of real world appli-624

cations, the 1D-2D lateral configuration becomes a good option. First, the625

correct flooding propagation in the river bed is ensured by means of 1D cross626

sections that prevent the use of a 2D fine discretization. On the other hand,627

the flow developed inside the adjacent floodplain areas is well captured in the628

2D domain out of the river channel. Furthermore, a reduction in the com-629

putational time with respect to the fully 2D model is confirmed, achieving630

speed-ups of around 15x.631
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[8] Burguete, J. and Garćıa-Navarro, P. 2001. Efficient construction of high-660

resolution TVD conservative schemes for equations with source terms:661

application to shallow water flows. International Journal for Numerical662

Methods in Fluids 37(2): 209-248.663

[9] Castellarin A., Domeneghetti A., Brath A., 2011, Identifying robust large664

scale flood risk mitigation strategies: a quasi 2D hydraulic model as a tool665

for the Po River, Physics and Chemistry of the Earth, 36:299-308666

34

 

 

 



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

[10] Caviedes-Voullième, D., Morales-Hernández, M., López-Marijuan, I.,667

Garćıa-Navarro, P. 2014. Reconstruction of 2D river beds by appropri-668

ate interpolation of 1D cross-sectional information for flood simulation,669

Environmental Modelling & Software, 61:206-228.670

[11] Chen Y., Wang Z., Liu Z., Zhu D., 2012, 1D-2D coupled numerical671

model for shallow water flows, Journal of Hydraulic Engineering, 138(2):672

122-132673

[12] Chen W.B., Liu, W.C and Wu, C.Y, 2013, Coupling of a one-674

dimensional river routing model and a three-dimensional ocean model to675

predict overbank flows in a complex river-ocean system, Applied Mathe-676

matical Modelling, 37(9):6163-6176677

[13] Cobby D.M., Mason D.C, Horritt M.S, Bates P.D. 2003. Two-678

dimensional hydraulic flood modelling using a finite-element mesh de-679

composed according to vegetation and topographic features derived from680

airborne scanning laser altimetry. Hydrological Processes 17 (10): 1979-681

2000.682

[14] Cunge J.A. 1975., Two dimensional modelling of floodplains. Unsteady683

flow in open channels, Water resources publications: 705-762, Fort684

Collins.685

[15] Dhondia J.F. and Stelling G.S., 2002, Application of one dimensionaltwo686

dimensional integrated hydraulic model for flood simulation and damage.687

Proceedings of the 5th International Conference on Hydroinformatics,688

Cardiff, pp.265276.689

[16] Di Baldassarre G., Castellarin A., Montanari A., Brath A., 2009, Proba-690

bility weighted hazard maps for comparing different flood risk management691

strategies: a case study, Natural Hazards 50 479-496692

[17] Fernandez-Nieto E.D., Marin J., Monnier J., 2010, Coupling superposed693

1D and 2D shallow water models: source terms in finite volume schemes,694

Computer & Fluids 39: 1070-1082695

[18] Finaud-Guyot P., Delenne C., Guinot V., Llovel C., 2011, 1D-2D cou-696

pling for river flow modelling, Comptes Rendus Mecanique 339: 226-234697

35

 

 

 



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

[19] Gejadze I.Y., Monnier J., 2007, On a 2D zoom for the 1D shallow water698

model: coupling and data assimilation, Computer Methods in Applied699

Mechanics and Engineering 196: 4628-4643700

[20] Gregory M., Walker B., Yi S., Cunningham B., Kjelds J. 2001. Case701

studies in automated floodplain mapping. In Proceedings of Flood man-702

agement ASCE conference Urban Drainage Modeling: 367-375.703

[21] Han K.Y., Lee J.T., Park J.H, 1998, Flood inundation analysis resulting704

from levee break, Journal of Hydraulic Research 36(5):747-759705

[22] Horritt, M.S.,Bates, P.D. 2001. Predicting floodplain inundation:706

Raster-based modelling versus the finite-element approach .Hydrological707

Processes, 15(5): 825-842708

[23] Kuiry S.N., Sen D., Bates P.D., 2010, Coupled 1D- quasi 2D flood inun-709

dation model with unstructured grids, Journal of Hydraulic Engineering,710

136(8):493-506711
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