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With the rising of online social networks, influence has been a complex and subtle force to govern users’
behaviors and relationship formation. Therefore, how to precisely identify and measure influence has
been a hot research direction. Differentiating from existing researches, we are devoted to combining
the status of users in the network and the contents generated from these users to synthetically measure
the influence diffusion. In this paper, we firstly proposed a directed user-content bipartite graph model.
Next, an iterative algorithm is designed to compute two scores: the users’ Influence and boards’ Reach.
Finally, we conduct extensive experiments on the dataset extracted from the online community
Pinterest. The experimental results verify our proposed model can discover most influential users and
popular broads effectively and can also be expected to benefit various applications, e.g., viral marketing,
personal recommendation, information retrieval, etc.

� 2015 Elsevier Ltd. All rights reserved.
1. Introduction

The idea of studying a person’s behavior in the context of
his/her social connections is quite old as can be seen in Stanley
Milligram’s experiments which lead him to conclude that the aver-
age shortest path length between any two people in the world is
about six (Milgram, 1967). However, nowadays online social net-
works have rapidly become very important hubs of social activity
and conduits of information. Popular social sites such as
Facebook, Pinterest and Twitter have undergone explosive growth
and are turning into community spaces, where users interact with
their friends and acquaintances. With the numbers of active users
on these sites numbering in the millions or even tens of millions,
how to identify and measure the influential users and topics
becomes an important problem with applications in marketing
(Kempe, Kleinberg, & Tardos, 2003), information dissemination
(Gruhl & Liben-nowell, 2004; Leskovec et al., 2007), social relation
visualization (Kim, Ji, & Park, 2014), and expertise discovery
(Davitz, Yu, Basu, Gutelius, & Harris, 2007).

Given this widespread generation and consumption of content
in online social networks, it is desirable to target one’s messages
to highly connected people who will propagate them further in
the social network. In spite of the seemingly chaotic fashion with
which all these interactions take place, certain topics manage to
get an inordinate amount of attention, thus bubbling to the top
in terms of popularity and contributing to new trends and to the
public agenda of the community. There is considerable consensus
on the fact that two aspects of information transmission seem to
be important in determining the influence in social network.

One aspect is the popularity and status of given users in these
social networks, which can be measured by the level of attention
they receive in the form of followers who create links to their
accounts to automatically receive the content they generate. This
can also be generally viewed as the degree of user (Bonchi,
Castillo, Gionis, & Jaimes, 2011; Mislove, 2009; Valente, 2010).
The other aspect is the influence of contents that these users wield,
which is determined by the actual propagation of these contents
through the network. This influence is determined by many factors,
such as the novelty and quality of these contents, and the fre-
quency at which they generate these contents. Therefore, we are
interested in combining the status of users in the network and
the contents generated from these users to synthetically measure
the influence diffusion existed in online social network.

In this paper, we employ the user-content bipartite graph to
construct the model and then develop an iterative algorithm to
quantify the influence in the network. With the example of
Pinterest, which is one of the fastest growing social networks on
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the Internet and is becoming the focus of advertising companies
and brands eager to exploit this vast new medium, we try to
understand how the influence is determined by analyzing the
propagation of ‘pins’ on Pinterest. In a word, our influence measure
utilizes both the structural properties of the network and the con-
tents the users published.

The rest of this article is organized as follows. The literature
background and related work are investigated in Section 2.
Section 3 formalizes the problem of measuring influence in math-
ematical terms and then proposes a directed bipartite graph model.
Next, we design an iterative algorithm for the model to discover
influential users and popular broads in Section 4. Section 5 pre-
sents experimental results that validate the effectiveness of our
methodology. Last Section 6 concludes the paper and discusses
the possible directions in the future research.
2. Related work

Since the advent of online social networks, especially in the past
decade or so, there has been a lot of interest in measuring influence
and modeling information flows in this new platform. Kleinberg
et al. have studied the problem for quite some time and many of
the results and concepts from their research are explained in
Crandall, Cosley, Huttenlocher, Kleinberg, and Suri (2008),
Backstrom, Huttenlocher, Kleinberg, and Lan (2006). Using a data-
set of Wikipedia edits, Kleinberg et al. showed that influence
(action in a user is triggered by one of his/her friends’ recent
actions) and selection (people prefer friends who share similar
interests and hence they perform similar actions) often mutually
enhance each other. Holme and Newman (2006) later improved
upon this Kleinberg’s study and suggested a probabilistic model
for modeling this interaction. Another study that addresses the
problem of interplay of selection and influence is presented in
Christakis and Fowler (2007) where Fowler and Christakis study
the spread of obesity in a network of around 12,000 people over
a period of three decades. Kumar, Mahdian, and Anagnostopoulos
(2008) have devised simple tests to identify social influence at play
in an online community by tests such as the Shuffle Test and the
Edge reversal test (also used by Fowler and Christakis).

While it assumes that influence exists as a real phenomenon in
online social network, questions have been raised on whether
there is evidence of genuine influence in real social network data.
Anagnostopoulos, Kumar, and Mahdian (2008) have developed
techniques for showing that influence may not be genuine: while
there is substantial social correlation in tagging behavior, it cannot
be attributed to influence. Another work highlighting the impor-
tance of separating influence-based contagion from
homophily-driven diffusion is Aral (2010), where it is observed
that the former can be overestimated if not measured correctly.
Moreover, the strength of the different factors affecting the propa-
gation of a piece of information may vary depending on what type
of information (e.g., news, or discussion topic) is being propagated
(Aral, Muchnik, & Sundararajan, 2009).

On the other hand, many researchers have designed some algo-
rithms for quantitatively calculating the influence existed in online
social networks. ‘‘Centrality’’ (Newman, 2010) is a fairly well stud-
ied concept in the context of networks and most measures of influ-
ence are more refined versions of one or more of these centrality
measures. ‘‘PageRank’’, developed by Page and Brin (1998), has
been one of the most influential measures developed in this area.
Although PageRank is primarily used to rank sources of informa-
tion in information networks (such as ranking web pages on the
WWW), the algorithm has inspired various modifications to be
applied specifically to social networks such as SimRank (Widom
& Glen, 2002), Topic sensitive PageRank (Haveliwala, 2003) and
TwitterRank (He, Weng, Jiang, & Lim, 2010). Jiawei Han’s group
(Han, Ming, & Danilevsky, 2011; Han, Sun, & Yu, 2009; Sun, Han,
Zhao, Yin, & Cheng, 2009) has published several papers in the area
of ranking nodes in heterogeneous networks, which after some
adaptations, might be used to measure influence. Tang, Sun,
Wang, and Yang (2009) introduce the novel problem of
topic-based social influence analysis. They propose a
topical-affinity propagation approach to describe the problem.
Zhu (2013) build a model of information diffusion oriented for viral
marketing and propose a dynamic algorithm of discovering the
influential users in the process of information diffusion. Another
popular class of algorithms has been improvements on the
‘‘HITS’’ algorithm proposed around 1998 by Kleinberg (1998).
Kleinberg himself proposed a possible application of HITS to iden-
tify ‘‘important’’ people in a social network (Kleinberg, 1999). He
suggested that HITS can be used to calculate ‘‘standing, impact or
influence’’ of a node in such a network. This idea was developed
further by Romero, Galuba, Asur, and Huberman (2011a) who
came up with the IP algorithm and tested it on a Twitter dataset.

In this paper, we consider that the influence of a user thus
depends not only on the size of the influenced audiences, but also
on their generated contents. So, our will proposed a model based
on an iterative algorithm to quantify the influence in the network,
which is inspired by HITS (Kleinberg, 1998) and the Influence
Passivity algorithm (Romero et al., 2011a). However, there is an
important different thought: the prior algorithms treated networks
as homogeneous whereas we consider heterogeneous networks.

3. Problem statement and model construction

3.1. Background about the community of Pinterest

Pinterest is a pinboard-style content sharing platform that
allows users to exhibit collections of images or videos. To better
present the proposed model, we briefly describe key terminologies
in Pinterest below.

� Pin/Repin: Each image/video is called as a pin, and the act of
posting a pin is referred to as pinning. If a posted pin is shared
by someone, the shared pin is called as a repin. Users who posts
and shares (i.e., repins) a pin are the original pinner and repin-
ner, respectively.
� Like/Comment: Similar to Facebook, a user can push a like but-

ton for a pin that she likes and leave a comment on a pin.
� Board/Category: A board is a collection of pins organized by a

user. Each board belongs to one of the categories in Pinterest.
� Following/Follower: Like many social platforms, the relation

between two users in Pinterest is not symmetric. The fact that
user A follows user B does not necessarily mean B follows A.
If A follows B, A can see the updated news (e.g., the act of post-
ing a new pin) of B.

3.2. A bipartite directed graph model

In this section, we formalize our problem of measuring influ-
ence in mathematical terms. We define precisely what do we mean
by various terms, what data we have and what do we attempt to
calculate by our algorithm.

We propose a bipartite directed graph model G (V, E, W) based
on the dataset described above with the following properties:

(1) The vertex set V has two types of vertices representing users
and boards (representing contents) respectively.
Mathematically V ¼ U [ B. U = {u1, u2, . . ., um} is the set of
vertices representing users, in which m is the number of
users in this online community and B = {b1, b2, . . ., bn} is
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the set of vertices representing boards, in which n is the
number of broads. In this case, these broads can also be
viewed as the contents users published in the Pinterest.

(2) The edge set E has two types of edges – ones going from a
user to a board and the other ones going from a board to a
user. Mathematically, we can get E ¼ EU!B [ EB!U .

(3) The weights W can be defined for two kinds of edges with
different directions as follows:

(i) For any edge eui!bj

¼ ðui; bjÞ 2 EU!B, its weight wðeui!bj
Þ

can be defined as:
 !

wðeui!bj

Þ ¼ successðui; bjÞP
bk2B and ui follows bk

successðui; bkÞ
ð1Þ
(ii) For any edge e0br!us
¼ ðbr ;usÞ 2 EB!U , its weight wðe0br!us

Þ can
be defined as: !

wðe0br!us

Þ ¼ number of pinsðbrÞP
bk2B and bk created by us

number of pinsðbkÞ

ð2Þ
Thus, our model G = (V, E, W) forms a bipartite directed graph,
with the vertex being divided into two independent sets (U and
B), which is shown in Fig. 1. Note that a user ui following another
user uj can be incorporated into this model as ui following all
boards created by uj.

3.3. Some definitions

Next, we will give some definitions related to the proposed
model.

Definition 1 (Success). We define a quantity called ‘Success’ of a
board with respect to a user as follows:

Successðui; bjÞ ¼
number of repins from bj by ui

number of pins on bj

� �
ð3Þ

Eq. (3) denotes how successful a board is in capturing a user’s atten-
tion. The maximum number of pins a user can re-pin from this
board is equal to the total number of pins that exist on this board.
So the equation denotes, as a fraction, how successful the board
really is, in comparison to this the maximum pins this broad could
have been repined.
Definition 2 (Engagement). We define the engagement of a user
with a particular board as follows:
Fig. 1. The example of bipartite directed weighted graph.
Engagementðui; bjÞ ¼
Successðui; bjÞP

bk2B and ui follows bk
Successðui; bkÞ

 !
ð4Þ

This equation above denotes how much does a user engage with a
particular board in comparison to all other boards that he/she fol-
lows. There are a number of boards eyeing for a user’s share of
attention. A user pays attention to a board by re-pinning the pins
from that board. In the base case, if the user was following just
one board, this board will get all the user’s attention. However, as
the user starts following more and more boards, his/her attention
is divided among these various boards. Eq. (4) just denotes, as a
fraction, how much does a particular board succeed in capturing a
user’s attention in comparison to other boards that it is
competing with. The reader might have noticed that
Engagementðui; bjÞ ¼ wðeui!bj

Þ for eui!bj
.

Definition 3 (Activity coefficient). Activity coefficient is defined as:

Actðbk;usÞ ¼
number of pinsðbrÞP

bk2B and bk created by us
number of pinsðbkÞ

 !
ð5Þ

Eq. (5) simply represents the probability that the creator of a board
will pin an image to this board, given that he/she pins an image.
Intuitively, this quantity tells us how active the creator of the board
is on this board as compared to all other boards. Similarly,
Actðbk;usÞ ¼ wðe0bk!us

Þ for e0bk!us
.

Definition 4 and 5 (Reach and Influence). These are the most
important definitions for our algorithm. We define the ‘Reach’ of
a board and the influence ‘I’ of a user as follows:

ReachðbjÞ ¼
X

ui2U and ui follows bj

Engageðui; bjÞ � IðuiÞ ð6Þ

IðusÞ ¼
X

bk2B and bk created by us

Actðbk;usÞ � ReachðbjÞ ð7Þ

These definitions have been formulated to mathematically cap-
ture the following idea: ‘‘successful boards draw engagement from
influential users. Influential users also create successful boards.’’
4. The algorithm description and theoretical analysis

4.1. An iterative algorithm for proposed model

Given the input directed weighted graph G = (V, E, W) as
described in the previous section, we design an algorithm to com-
pute iteratively the users’ Influence scores and boards’ Reach scores.
The description of the algorithm is shown as follow. Before describ-
ing the steps of the algorithm, we summarize here the four main
ideas discussed in the previous section:

(1) A user’s Influence score will depend on the number of boards
created by this user, as well as each board’s Reach.

(2) How active the user is in posting pins to a board he/she cre-
ated will affect how much of the board’s success transfers
into the user’ influence (as opposed to other boards created
by the same user).

(3) A board’s Reach will depend on the number of followers as
well as the influence of each of the followers.

(4) How engaged the follower of a board is, with respect to all
other boards followed by him/her will affect how much of
the user’s influence transfers into the board’s reach. Our
Eqs. (6) and (7) exactly capture these intuitions as explained
earlier.



Z. Zhu et al. / Computers in Human Behavior 52 (2015) 184–189 187
The algorithm: computing the users’ influence and boards’
Reach

1. Ið0Þ  ð1; 1; :::; 1Þ 2 RjUj

2. Reachð0Þ  ð1; 1; :::; 1Þ 2 RjBj

(thus, Reach and I are vectors of dimension (1�|U|) and

(1�|B|) respectively where IiðkÞ denotes influence score of
user uk after ‘i’ iterations. Similarly for Reach vector).

3. Compute engagementðui; bjÞ and Actðbk;usÞ for all (user,
board) pairs using Eqs. (4) and (5).

4. For i=1 to m

Update Reach(i) and I(i) scores

ReachðiÞðkÞ ¼
P

uj2U and uj follows bk
engageðuj; bkÞ � Iði�1ÞðujÞ

(for all k=1 to jBj)

IðiÞðkÞ ¼
P

bs2B and bs created by uk
Actðbs;ukÞ � ReachðiÞðbsÞ

(for all k=1 to jUj)

Now normalize vectors:

For j=1 to jUj

IðjÞ ¼ IðjÞ
jUjþjBj

End

For j=1 to jBj

ReachðjÞ ¼ ReachðjÞ
jUjþjBj

End

End

5. Return(Reach(m) and I(m))

4.2. Theoretical analysis for the algorithm

In this algorithm, we run the outer loop for ‘m’ times. What is
this ‘m’? How its value is decided and how can we be sure that
the values of I and Reach vectors will converge eventually? We
explore a few concepts of Markov chains from Mathematics. Our
iterative algorithm can be viewed as a random walk on the input
graph G = (W, E, V) and so, we can apply some results about
Markov chains to prove that values for I and Reach vectors
converge.

Theorem. A finite state space Markov chain has a unique stationary
distribution if it is irreducible and aperiodic.

This is an important result in the analysis of finite Markov
chains. We will use this result to prove that this algorithm indeed
converges. It is easy to see why our input graph is a finite state
Markov chain (since the number of nodes is finite). A chain P is
irreducible if for any two states x, y there is an integer t such that
Ptðx; yÞ > 0 i.e. it is possible to reach any state from any other state
using the probability transitions as given in matrix P (in our case,
the weights on the edges can be viewed these probability transi-
tions). Thus, the given graph G should be strongly connected for
it to be irreducible. This clearly holds in our case since during
our data collection phase, we explored only a strongly connected
component of a graph (even in case this did not hold, we could
easily have created a dummy node and connected all nodes to this
dummy node, thus ensuring a path from every node x to every
other node y).The second condition is that G needs to be aperiodic.
Formally, we define a set TðxÞ ¼ ft > 1 : Ptðx; xÞ > 0g, which is the
set of times when it is possible for a chain to return to it starting
position ‘x’. Period of ‘x’ is the GCD of all elements in T(x). The chain
will be aperiodic if all states have period 1 otherwise it is periodic.

After some examination, we realize that our input instance G is
indeed periodic (with period = 2). In fact, all bipartite graphs are
periodic. Fortunately, a simple modification can repair this period-
icity problem. Given out input graph G (with the respective transi-
tion matrix P), we define Q ¼ PþI

2 where I is an identity matrix of
size equal to size of P. Intuitively, we can imagine Q as a ‘‘lazy ver-
sion’’ of P: at each step, flip a coin. If it is head, go to another node
using transition probabilities of P, else stay at the same node. Since
Qðx; xÞ > 0 for all x, Q is aperiodic.

Thus, with this simple modification, we are ensured that our
algorithm is guaranteed to converge to the correct answer.
5. Experiments and evaluations

5.1. An overview of dataset

In this section, we describe our experimental results obtained
from running the algorithm on a real dataset extracted from
Pinterest community. Our initial dataset consisted of a community
of 4013 users, which together had created 88793 boards. After
cleaning and filtering the data (users with <5 followers or <2
boards created, boards with <10 pins), we were left with around
3897 users which together had created 79121 boards (thus an
average of around 20 boards per user). The average number of fol-
lowers per board was 112 (of course not all followers of all boards
were included in our dataset).

The behaviors of users in our dataset in terms of the numbers of
pins, boards and categories are investigated in Fig. 2. A rather sur-
prising statistic is that Pinterest drives a lot more user engagement
with more than 55% of users having more than 100 pins, as shown
in Fig. 2a. It is just our major motivations to choose a Pinterest data
set, since a lot more information diffusion happens within the
Pinterest community as opposed to other social networks. Fig. 2b
shows around 55% of users have fewer than 10 boards, while top
1% of users have more than 100 boards. Fig. 2c shows the number
of categories on which the user has posted pins. While 23% of users
have only one category, top 10% of users are interested in more
than 10 categories.

5.2. Some experiment results

5.2.1. The most influential users
We successfully detect ten most influential users in the dataset

by utilizing our algorithm, as show in Table 1. In Table 1, the user
accounts ‘janew’ and ‘ben’ with ‘⁄’ are two of the co-founders of
Pinterest and the symbol ‘ + ’ represents the most popular user
on Pinterest (by number of followers). Furthermore, from Table 1
it is easy to see that while generally, influential users have a very
high follower count (compared to the average number of followers
for a user which is 112 for our dataset), there is no specific corre-
lation between the ranking of influence and the follower count. For
example, as you can see, user ‘Perfect Palette’ with about 1/5
follower count of user ‘maria_mcdonald’, has a higher influence
score. These results are in line with many previous results from ref-
erences (Romero, Galuba, Asur, & Huberman, 2011) and Widom &
Glen, 2002.

5.2.2. Boards with the most ‘‘Reach’’
Table 2 shows the list of ten boards with highest reach as

detected by our algorithm. Not surprisingly, most of them were
started users who had high influence scores. Furthermore, we
observe that many of the boards ranked in top 10 boards with



Fig. 2. The cumulative distribution functions (CDF) of the number of (a) pins, (b) boards and (c) categories for each user.

Table 1
The list of 10 most influential users.

Rank User Boards with high reach Number of
followers

1 janew⁄ Delicious, Happy, Easy hacks 2912144
2 chrisem Words to Live by, Sweets and

Treats
982303

3 Perfect Palette+ Color Palette Library 254476
4 levato Funny, Sarcasm 661462
5 maia_mcdonald Glorious Food, Food- Dessert

and Bakery
1393968

6 Mashable Tech and Gadgets, Social Media 25618
7 ben⁄ Preparations for baby 883644
8 therealmurphy Spaces 869102
9 eatsleepwear Fashion, Foodie 704470

10 chicuolino Tutorials, Recipes 139694

Table 2
Top 10 boards with highest ‘‘Reach’’.

Rank Board Influential followers

1 Delicious chrisem, danielhunley, firsten,
happymundane

2 Words I live by janew, levato, stylemepretty
3 Color Palette Library chaserskaysers, janew
4 Funny freshome, jcards, maryannrizzo
5 Food- Dessert and

Bakery
chrisem, babble, slavingia, wholefoods

6 Fashion maia_mcdonald, kaleb_willis, efreedman
7 Tutorials levato, everythingfab, dangerorange
8 We’re used to reusing danielhurley, poppytalk, stacyofksw
9 Adventures in drink flowercharlotte, chicoulino

10 Punboard janew, bhg, insomniac
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highest reach have followers from among the users ranked in top
10 influential users shown in Table 1.

5.2.3. Topic specific influencers
Typically, boards are created by users centered on specific topic

as can be seen from some of the boards in the previous table. For
Table 3
The list of topic-specific influencers.

No. Category Influential users

1 Food janew, wholefoods
2 Fashion Daniel, chicoulino
3 Lifestyle jessicasimko, KayH
4 Tech/Gadgets Mashable, willywei
5 Travel BBC Travel, Travel Inspiration
6 Wedding alliearhart, levato
7 Cars danielhunley
8 Infographics bestinfographics, weddinggraphics
example, ‘funny’ is a board with pins which are humorous,
‘Food-Dessert and Bakery’ is a board with pins containing pho-
tographs and recipes for specific types of food and so on. From
doing a preliminary topic classification using names of boards,
we came up with topic-specific influencers, as shown in Table 3.

6. Conclusion and future work

It would be fair to say that detecting and measuring influence in
a network of people is a very hard and important work before the
advent of online social networks. But nowadays we have data to
carry out studies and test hypotheses on a large scale. To differen-
tiate from existing studies, in this paper, we employ the
user-content bipartite graph to construct the model and then
develop an iterative algorithm to quantify the influence of all the
users in the network. With the experiments on dataset from
Pinterest, we verify the influence of users is determined by both
the structural properties of the network as well as the contents
the users published. Furthermore, as a useful byproduct of the
algorithm, we get the ‘Reach’ of various boards. From the point
of view of the users and the social business companies, the
achievements of this work can be valuable in such applications as:

6.1. Topic-Based and group-based influence forecast

The proposed algorithm can be run on a subgraph of the full
graph or on the subset of the user activity data. For example, if only
users creating and following boards about a certain topic are part
of the graph, the algorithm can forecast the most influential users
in that topic. Such topic specific influence and group specific influ-
ence are invaluable to marketing and advertising agencies that are
looking to take advantage of viral marketing to fast improve brand
visibility based on social network platforms.

6.2. Content ranking

Through the ‘‘Reach’’ calculation of various boards, we get to
know how successful a board is at capturing user attention.
Boards with more ‘‘Reach’’ tend to be more engaging and thus,
can be used to rank user generated content. Thus, given a large
enough data set, it might also be a good idea to generate topic
based ranking of the boards, which help users quickly find the
board with greatest reach on a certain topic.

6.3. Personalized recommendation services

By measuring the quantities of success and engagement of a
board with respect to a user, we can determine what categories
of content a user prefers, which can be utilized for providing
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personalized recommendation service by the social networks’s
managers.

But any measure of influence is necessarily a subjective one and
depends heavily on the data we are dealing with and our end goal.
In the future, we would like to extend our work in two major areas:

(1) Extend a generalized measure of influence to datasets other
than Pinterest. In the future we would like to generalize our
measure of influence and test it with datasets outside of
Pinterest. It would be interesting to compare influencers
across networks and see if the medium/user interface plays
a role in the spread of influence.

(2) Explore further the idea of ‘‘topic-specific’’ influence. This is
an area that is very useful in the commercial aspect of study-
ing influence-brands/companies are always looking for
influencers in their respective industry or category to effec-
tively advertise their new products, offers, etc.
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