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Abstract

Many people use search engines every day to retrieve
documents from the Web. Although the social influence of
search engine rankings has become significant, ranking al-
gorithms are not disclosed. In this paper, we have investi-
gated three major search engine rankings by analyzing two
kinds of data. One is the weekly ranking snapshots of top
250 Web pages we collected for almost one year by submit-
ting 1,000 pre-selected queries; the other comprises back-
linked Web pages gathered by our own Web crawling. As a
result, we have confirmed that (1) several top 10 rankings
are mutually similar, however, the following ranked Web
pages are almost different, (2) ranking transitions have their
own characteristics, and (3) each search engine’s ranking
has its own correlation with the number of back-linked Web
pages.

1. Introduction

In recent years, since the number of Web pages has been
increasing rapidly, it has become almost impossible to ob-
tain information from the Web without using search en-
gines. Since most people refer only to high-ranked Web
pages, such as top 10 results, the information that we ob-
tain from the Web might be biased according to search en-
gine rankings. For example, if the Web pages that support
one side’s opinion about a topic were ranked high by search
engines and the others were not, our information obtained
from the Web might be biased to the former opinion. If this
happens frequently, then it can be said that our knowledge
is biased according to search engine rankings. Since search
engine rankings have a great influence, it is important to un-
derstand how search engines rank Web pages and to check
whether their rankings are biased.

To investigate the bias of search engines, we focused on
the features of search engine rankings. In this study, we

investigated the features of three major search engine rank-
ings, Google [4], MSN [8], and Yahoo! JAPAN [12], by
comparing ranking bias and correlation between rankings
and back-links.

Ranking Bias: We collected weekly snapshots of top 250
ranked Web pages from Google, MSN, and Yahoo!
JAPAN by submitting 1,000 pre-selected queries. The
queries were chosen from 10 separate categories. In
addition, to analyze the collected ranking snapshots,
we propose a novel measure that indicates the bias of
search engine rankings.

Correlation Between Rankings and Back-Links: We
gathered back-linked Web pages, i.e., Web pages
linked to top 250 ranked Web pages, using our own
crawlers produced in the e-Society project [3]. Then,
we investigated the correlation between their rankings
and the number of back-links.

The remainder of this paper is organized as follows. In
Section 2, we introduce related works. In Section 3, we pro-
pose a new method for evaluating the search engine rank-
ings. In Section 4, collected ranking snapshots are de-
scribed. Then, evaluation results are presented in Section
5, and conclusion is presented in Section 6.

2. Related Works

Bias, the measure of difference from an ideal ranking,
which is approximated by the distribution of search results
produced by a collection of search engines, was proposed
in 2005 [18]. The following is the definition of Bias. Let
E = {e1, · · · , en} be a set of search engines, and Q =
{q1, · · · , qt} be a set of queries. Then, Si,j is a set of URLs
that are included in the ranking result obtained by submit-
ting query qj to search engine ei. In addition, S is a union
of all Si,j(1 ≤ i ≤ n, 1 ≤ j ≤ t). Let the elements of S
be u1, · · · , u|S|, where their order is not concsidered. Now,
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let ri,j = [xi,j,1, xi,j,2, · · · , xi,j,|S|](1 ≤ i ≤ n, 1 ≤ j ≤ t)
be a one-dimensional vector that represents the ranking re-
sult by submitting query qj to search engine ei. Then, each
element xi,j,k of ri,j is represented by expression (1).

xi,j,k =
{

0 (uk /∈ Si,j)
1 (uk ∈ Si,j)

(1)

Ri, the ranking result vector of search engine ei, and R,
the ideal ranking result vector, are defined by expressions
(2) and (3).

Ri =
t∑

j=1

ri,j (2)

R =
n∑

i=1

Ri (3)

The cosine similarity expression (4) is adopted as a measure
of similarity between vector Ri and R.

s(v,w) =
v · w
|v||w| (4)

The Bias b(ei) of search engine ei is defined as “1 minus
the cosine similarity between the ideal ranking result and
the ranking result of ei,” as shown in expression (5).

b(ei) = 1 − s(Ri,R) (5)

A large value of b(ei) signifies “high-biased” ranking, while
a small value of b(ei) denotes “low-biased” ranking.

In [18], ranking snapshots were collected by submitting
50 queries to 16 search engines. The authors concluded
that the ranking results of Ah-ha, MSN, Sprinks, Teoma,
and TrueSearch have high Bias, while that of AOLSearch,
FastSearch, Google, Netscape, and Yahoo! have low Bias.
However, the ranks of results are not considered in [18].
Since most users of search engines refer only to the top
ranked Web pages, the Bias measure fails to reflect users’
behavior. In addition, the ranking transitions are not investi-
gated, and therefore, the investigation of [18] is inadequate.

Another study on the transition of search engine rank-
ings was initially conducted in 2006 [13]. In this study, the
authors collected daily ranking snapshots of top 10 results
by submitting three queries to Google, Yahoo!, and Teoma
in the case of page search, and by submitting two queries
to Google Image, Yahoo! Image, and Picsearch in the case
of image search. The collected ranking snapshots were ana-
lyzed using overlap, Spearman’s footrule [14, 15], Fagin’s
measure [16], and M measure [13]. However, the results
of the investigation are unreliable because of the relatively
small scale of the investigation, which comprised only five
queries.

The differences between the Web User Interface (WUI)
rankings and the Application Programming Interface (API)

rankings were investigated in 2007 [17]. Ranking snap-
shots were collected by submitting 100 queries: 50 queries
were selected from general terms, and 50 queries were se-
lected from computer science terms. The authors collected
daily snapshots of top 100 rankings with regard to the 100
queries by submitting to Google, MSN, and Yahoo!. The
collected ranking snapshots were analyzed using overlap,
Fagin’s measure [16], and M measure [13]. In addition, the
number of back-links to 100 URLs was compared. The dif-
ferences in the indexes of the search engines between WUI
and API were estimated by counting the number of indexed
URLs in the 100 sites and computing the ratio of indexed
URLs. However, the results of the investigation were unre-
liable because of the small scale of the investigation, which
comprised only 100 queries. In addition, while the main
purpose of [17] was to compare search engine rankings be-
tween WUI and API, our main purpose is to draw compar-
isons between search engine rankings more generally.

As described above, there have been problems with pre-
vious studies when investigating search engine rankings,
such as the defining a measurement that is not a reflection
of users’ behavior [18], the relatively small scale of the in-
vestigations [13, 17], and difference in the purpose of inves-
tigations, e.g., API vs. WUI [17]. On the other hand, our
investigation adopted large-scale data such as weekly snap-
shots of the top 250 rankings for almost one year, and also
adopts a novel measure that reflects users’ behavior.

3. Rank Weighted Bias

In this section, we propose a new bias measure to reflect
users’ behavior, called “Rank Weighted Bias.” The measure-
ment is based on Bias [18].

The ranking results are simply regarded as a set of URLs
in the definition of Bias [18]. This means that the rank-
ing positions of URLs are not considered. As we described
above, most users refer only to high-ranked results, i.e.,
high-ranked Web pages. When the high-ranked results of
two rankings resemble each other, the two rankings seem
to provide similar results for users even if the low-ranked
results are different. On the other hand, even if the low-
ranked results are similar, the two rankings are totally dif-
ferent for users when the high-ranked results are different.
This means that the bias measure should consider a concept
of ranking in order to reflect users’ behavior.

Rank Weighted Bias is extended from the Bias measure
[18] with regard to each rank of the resultant URLs. The
following is its definition. In Rank Weighted Bias, the value
of the element in the ranking result vector ri,j , i.e., xi,j,k,
is replaced with the weighted values x′

i,j,k. The weighted
value x′

i,j,k is defined in expression (6).

x′
i,j,k =

{
0 (uk /∈ Si,j)

m − pi,j,k + 1 (uk ∈ Si,j)
(6)

12001200



where

m : the maximum number of collected URLs per query
pi,j,k : the rank of uk (query: qj , search engine: ei)

For example, when we collect the top 250 ranked
URLs, the top ranked URL has a value of 250, the second
ranked URL has a value of 249, etc. In this way, ri,j is also
replaced with r′

i,j .
The remainder of the definition is the same as that of

Bias. The weighted ranking result vector Rwi of search
engine ei and the weighted ideal ranking result vector Rw

are defined by expressions (7) and (8).

Rwi =
t∑

j=1

r′
i,j (7)

Rw =
n∑

i=1

Rwi (8)

The Rank Weighted Bias bw(ei) of search engine ei is de-
fined as “1 minus the cosine similarity between the weighted
ideal ranking result and the weighted ranking result of
search engine ei,” as shown in expression (9).

bw(ei) = 1 − s(Rwi,Rw) (9)

In the same way as for Bias b(ei), a large value of bw(ei)
denotes “high-biased” ranking, while a small value of
bw(ei) signifies “low-biased” ranking.

Extension to Measure Ranking Transition

We also propose a quantitative measure for ranking tran-
sition. Here, we extend Ri and Rwi to indicate the time
period when the ranking result is collected. Let Ri,t be a
vector that consists of the ranking result retrieved by search
engine ei at the time period t(t ∈ N). In the same way, let
Rwi,t be a vector that consists of weighted ranking results
retrieved by search engine ei at the time period t(t ∈ N).
The similarity between Ri,t and Ri,t+1 is defined by ex-
pression (10) using cosine similarity.

Sim(ei, t) = s(Ri,t,Ri,t+1) (10)

Moreover, the rank weighted similarity between Rwi,t and
Rwi,t+1 is defined by expression (11).

Simw(ei, t) = s(Rwi,t,Rwi,t+1) (11)

Both Sim and Simw enable us to quantitatively evaluate
the ranking transition.

4. Web Ranking Snapshots

In this section, we demonstrate the method of collecting
the ranking snapshots that we have analyzed.

We selected Google, MSN, and Yahoo! JAPAN as the
search engines for the investigation because these three
search engines have large market shares in Japan. We
used their APIs to collect search results [5, 1, 11]. We
submitted 1,000 pre-selected queries to each search en-
gine once a week1 and collected the top 250 ranking results.

Query Selection Process

To evaluate the ranking results precisely, we se-
lected 1,000 queries in total from 10 categories (100
queries/category) in August 2006.

First, we selected 10 categories: “Animals,” “Company
Names,” “Plants,” “Universities,” “Food Names,” “Trade-
marks,” “Names of Japanese People,” “Product Names,”
“Names of English People,” and “Place Names.” Then, in
each category, we gathered words from conventional dic-
tionaries and Web sites. We used a Japanese trademark
database [6] for the “Trademarks” category. We used Ya-
hoo! JAPAN [12], Livedoor [7], and Happy Market [9] for
the “Product Names” category, and for the other categories,
we used Wikipedia [10].

To select 100 queries from each category unintentionally,
we adopted various popularities as the criterion. Here, we
simulated “popularities” to the number of ranking results.
The detailed selection process is as follows:

1. Submit all the gathered words to Yahoo! JAPAN as
queries, and collect the number of result pages to sim-
ulate their popularities. Here, the most popular word
returns m Web pages.

2. In each category, divide a set of words into [log10 m]
groups in the following manner: The n-th group con-
sists of a set of words whose number of search results
is from 10n−1 to 10n − 1, where 1 ≤ n ≤ [log10 m].

3. In each category, select 100
[log10 m] queries randomly

from every group.

Table 1 shows the number of words in each category and
the number of selected words for the queries in each cate-
gory. Fig. 1 shows the ratio of Japanese queries and English
queries that were selected.

5. Experimental Results

In this section, we present the experimental results. All
ranking snapshots were collected from October 2006 to
September 2007. Each period of collection is shown in Ta-
ble 2. As shown in Table 2, each period is labeled with a
unique symbol from T1 to T22.

1In fact, the intervals of ranking snapshots are not weekly because of
the fluctuation of time when collecting ranking results.
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Table 1. The number of words in each cate-
gory and the number of selected words for
queries

Num. of words Num. of
in categories selected words

Animals 10123 107
Company Names 2864 100

Plants 433 101
Universities 963 100
Food Names 505 100
Trademarks 745 106

Names of Japanese People 14097 100
Product Names 194 100

Names of English People 10273 100
Place Names 1976 100

Table 2. Observation periods and their sym-
bols

period symbol period symbol
10/12/06-10/16/06 T1 03/23/07-03/30/07 T12
10/22/06-10/26/06 T2 04/06/07-04/11/07 T13
10/31/06-11/05/06 T3 04/14/07-04/18/07 T14
11/06/06-11/11/06 T4 06/12/07-06/16/07 T15
11/15/06-11/25/06 T5 06/23/07-06/28/07 T16
11/30/06-12/11/06 T6 06/30/07-07/09/07 T17
01/01/07-01/06/07 T7 07/11/07-07/16/07 T18
01/13/07-01/20/07 T8 07/21/07-07/27/07 T19
01/24/07-01/28/07 T9 08/01/07-08/08/07 T20
02/01/07-02/07/07 T10 08/21/07-08/29/07 T21
02/15/07-02/20/07 T11 09/02/07-09/10/07 T22

5.1. Rankings Bias

Both the Bias and the Rank Weighted Bias of all search
engines were compared. We computed the average value
of the Bias and Rank Weighted Bias of each search engine
in every category throughout the collection periods. Fig. 2
shows the average value of the Bias and Rank Weighted Bias
of each search engine. Fig. 2 shows the following three
points. First, all search engines have small values of Rank
Weighted Bias in comparison with those of Bias in every
category. This means that the ranking results of each search
engine tend to be similar to each other in higher rankings.
Second, Google shows the biggest difference between Bias
and Rank Weighted Bias compared to the other search en-
gines. This means that Google returns original low-ranked
results, while its high-ranked results are similar to those of

Figure 1. Ratio of queries written in Japanese
and English

Figure 2. Average Bias and Rank Weighted Bias
in all categories

the other search engines. Third, each search engine has dif-
ferent tendencies in both Bias and Rank Weighted Bias de-
pending on the category; MSN has the highest Bias in most
categories. Yahoo! JAPAN has the highest Bias in the “An-
imals” and “Plants” categories.

In the “Trademarks,” “Names of Japanese People,” and
“Names of English People” categories, all three search en-
gines have higher Bias than in the other categories, since
these three categories contain more English queries than
the others, as shown in Fig. 1. In fact, this is shown in
Fig. 3. Fig. 3 shows the values of Bias and Rank Weighted
Bias computed using only Japanese queries and only En-
glish queries in the “Trademarks” category that contains
Japanese and English queries in almost the same ratio. All
search engines show lower Bias for Japanese queries than
for English queries.

5.2. Ranking Transition

We evaluated the ranking transition of each search en-
gine with Sim and Simw (defined in Section 3). Fig. 4
shows the average similarity value in all the categories. All
three search engines show larger values of Simw compared
to Sim. This means that the ranking results for higher rank-
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Figure 5. Distribution of ranking shift

Figure 3. Bias in Japanese queries and En-
glish queries

Figure 4. Ranking transition with Sim and
Simw

ings tend to resemble each other more than those for lower
rankings. In addition, Google always exhibits a low value of
similarity. This shows that the ranking transition of Google
is the most intense. The troughs of the graph, such as T6-
T7 or T14-T15 of Yahoo! JAPAN, means that the ranking
results changed significantly. 2

To analyze the ranking transition in detail, we compared
the ranking results of 1,000 queries with the same search

2There is also a trough at T11-T12 for Google. We changed the search
options of Google during this term, which might have resulted in the low
similarity.

Figure 6. Ratio of the missing URLs from top
250 in the next period

engine in the i-th and (i + 1)-th periods, where 1 ≤ i ≤ 21.
For effective summarization, the top 250 ranked results
were divided into 25 ranges, such as the top 1 to 10, the
top 11 to 20, · · ·, up to the top 241 to 250. Then, for all i-th
period results, we found out their changed ranking positions
in the (i+1)-th period in order to check their ranking shifts.
The results are shown in Fig. 5. Moreover, Fig. 6 shows the
ratio of the missing URLs from the top 250 ranked results
in the next period. Figs. 5 and 6 indicate the following two
points. First, high-ranked URLs tend to stay in their ranking
position, while low-ranked URLs change their ranking posi-
tion dramatically. Second, while all search engines display
a peak on their respective diagonal lines in Fig. 5, Google
has the lowest peak among the three search engines. This
shows that Google changes its ranking results the most.

5.3. Correlation Between Rankings and
Back-Links

To analyze the feature of ranking, we investigated the
correlation between rankings and the number of back-links.
This is because major ranking algorithms, such as PageR-
ank [19], utilize back-links to rank their search results. To
compute the number of back-links, we used our crawled
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Figure 7. Correlation between the number of
back-links and the ranking

Web pages gathered by the e-Society project [2] from
September 2006 to February 2007. In this investigation,
we selected about 160 million Web pages randomly from
the 1.4 billion gathered Web pages in order to simplify the
calculation of the number of back-links.

Figs. 7 show the correlation between rankings and the
number of back-links per page (a), and per site (b), respec-
tively. In Fig. 7 (a), ranking results show no correlation with
the number of back-links per page.3 There are two possi-
ble reasons for this: (1) The page set gathered by e-Society
does not accord with the indexes of search engines and (2)
rankings are not computed according to back-links per page.
However, we can see a correlation in Fig. 7 (b). Sites whose
pages are in the higher rankings tend to have more back-
links per site. This implies that the rankings are computed
according to back-links per site. In addition, Google shows
the strongest correlation, while MSN displays the weakest
correlation.

6. Conclusion

In this paper, we have investigated the features of the
rankings of three major search engines, Google, MSN, and
Yahoo! JAPAN, using the concept of Rank Weighted Bias
proposed in this paper. Our experimental results reveal the
following three points. (1) Results ranked in high positions

3Google shows a peak value around the 30th ranking. This anomaly
may be a result of the low coverage of our Web crawling dataset.

by each search engine tend to be similar to each other. (2)
Results ranked in high positions, such as the top 10, have a
high probability of retaining their positions. (3) All search
engines display their correlation between rankings and the
number of back-links; Google exhibits a strong correlation,
while MSN shows a weak correlation.
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