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Image stitching among images that have signi¯cant illumination changes will lead to unnatural

mosaic image. An image stitching algorithm based on histogram matching and scale-invariant

feature transform (SIFT) algorithm is brought out to solve the problem in this paper. First,
histogram matching is used for image adjustment, so that the images to be stitched are at the

same level of illumination, then the paper adopts SIFT algorithm to extract the key points of the

images and performs the rough matching process, followed by RANSAC algorithm for ¯ne
matches, and ¯nally calculates the appropriate mathematical mapping model between two

images and according to the mapping relationship, a simple weighted average algorithm is used

for image blending. The experimental results show that the algorithm is e®ective.

Keywords : Image stitching; histogram matching; SIFT; feature matching; image blending.

1. Introduction

In order to obtain the ultra-wide-angle and high-resolution images, the traditional

way is to use expensive special camera equipment to photograph and process images.

But in recent years, with the popularity of digital cameras, smart phones and other

economic hand-held imaging devices, it is convenient for people to get discrete image

sequence for some scenes, and then through the appropriate image processing

methods to improve the quality of the image and ¯nally, realize automated image

stitching. This approach can also create the ultra-wide-angle and high-resolution

mosaic image.
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Image stitching is the process of combining multiple photographic images to

produce a segmented panorama or high-resolution image. If there are two images

with overlapping area, the image stitching is a mosaic of these two images into one

image.9 The key of image stitching is the ability to quickly and e±ciently ¯nd the

overlap of two di®erent images for image alignment, thus achieve a wide-angle image.

Lowe published the scale-invariant feature transform (SIFT) algorithm in 1999,

SIFT algorithm is an algorithm in computer vision to detect and describe local

features in images, Lowe summed up and improved it in 2004.7 Szeliski Richard

proposed the new theory of image registration, perform image enhancement before

image registration so that the feature points in the image become obvious and

improve the accuracy of registration.10

In this paper, histogram matching and SIFT algorithm are used in image

stitching, which can improve the quality of the mosaic image, especially for images

that have signi¯cant illumination changes. Image stitching among images that have

signi¯cant illumination changes will lead to visible transitions and the mosaic image

looks unnatural, therefore this paper presents a preprocessing method — histogram

matching ¯rst; then SIFT algorithm is performed for image alignment; the weighted

average blending method is used to remove the splicing gap and ultimately achieve

seamless photo-mosaics.

2. Theory of Image Stitching

The image stitching process can be divided into four main stages, which are image

acquisition, image preprocessing, image alignment and image blending.

2.1. Image acquisition

Image acquisition is usually the ¯rst step of image processing system. It is the process

to get the original image. There are many ways to acquire images, di®erent ways are

chosen according to di®erent applications, for example, people use telescope to take

beautiful photos of the universe, medical research obtained microbial images with a

microscope, digital cameras or cell phones are used to take pictures of everyday life.

2.2. Image preprocessing

During the process of digital image acquisition by hardware, there are di®erent

interferences on the acquired original image, so the quality of the acquired image

cannot meet the expected. The original image should be preprocessed e®ectively and

accurately such as image denoising, image correcting and so on, to ensure a precise

pixel-level calibration accuracy between images. The main purpose of image pre-

processing is to reduce the di±culty of image alignment. The accuracy of image

preprocessing stage has a direct impact on the quality of the ¯nal mosaic image.
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2.3. Image alignment

The quality of mosaic image mainly depends on the accuracy of image alignment.

Image alignment is the process of image processing among images with overlapping

area, which may be acquired from di®erent sensors, times, depth or viewpoints. It

involves spatially aligning the source images with the reference image. The essential

problem in image alignment is to determine the appropriate mathematical model

relating pixel coordinates in the source images to pixel coordinates in the reference

image, and estimate the correct alignment among images with overlapping area, then

panorama is created after choosing a ¯nal compositing surface for warping the

aligned images.10 Image alignment algorithm should not only ensure the accuracy of

alignment, but also make the calculation not too large, which is a key step in the

current image stitching technology.

2.4. Image blending

Once we have aligned all of the input images with respect to each other, we need to

decide how to produce the ¯nal stitched mosaic image. Due to di®erences such as

illumination, viewpoint, environment, image source, etc. in image acquisition, simply

taking an average value at each pixel in the overlapping area of images will lead to

visible seams, blurring and ghosting. In order to e®ectively minimize visible seam,

image blending techniques have come to being.

Image blending is a kind of data fusion, it refers to the processing of images

information that is analyzed automatically and combines optimally acquired image

information under di®erent conditions according to certain criteria by using com-

puter image processing techniques, for the completion of the required decision and

task assessment. Image blending algorithm should satisfy some characteristics. First,

the method should be gradual, in order to ensure an invisible transition of the

overlapping area; secondly, image blending process should be e®ective only on the

overlapping area of the stitching, the information of the nonoverlapping area of

the original images cannot be lost; ¯nally, the complexity of the algorithm cannot be

too high and a®ects the speed of the image stitching. Image blending techniques can

be divided into three levels: pixel-level, feature-level, decision-level blending.

3. Algorithm Description

This paper presents a preprocessing method — histogram matching ¯rst; then SIFT

algorithm is performed for image alignment; the weighted average blending method

is used to remove the splicing gap and ultimately achieve seamless mosaic image.

3.1. Image preprocessing

In image preprocessing, the paper uses the histogram matching for the adjustment of

images, so that the two images are at the same level of illumination.11

An Image Stitching Algorithm Based on Histogram Matching and SIFT Algorithm

1754006-3

In
t. 

J.
 P

at
t. 

R
ec

og
n.

 A
rt

if
. I

nt
el

l. 
D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 B

O
ST

O
N

 U
N

IV
E

R
SI

T
Y

 o
n 

10
/2

5/
16

. F
or

 p
er

so
na

l u
se

 o
nl

y.



Histogram matching is the method used to generate an image that has a speci¯ed

histogram.3 The process of histogram matching takes in an input image and produces

an output image that is based upon a speci¯ed histogram. The required parameters

for this algorithm are the input image and the speci¯ed image from which the

speci¯ed histogram can be obtained. The steps of histogram matching are shown as

Fig. 1.11

3.2. Feature extraction based on SIFT

The essence of the SIFT algorithm is to ¯nd the key points in di®erent scale-space

and calculate the orientation of the key points. The SIFT feature descriptor is in-

variant to image scaling, translation, rotation, and partially invariant to illumination

changes and a±ne or 3D projection. Experimentally, the SIFT algorithm has been

proven to be very useful in practice for image matching under real-world conditions.

The major stages of the method include scale-space extrema detection, key point

localization, orientation assignment, key point descriptor.7

3.2.1. Scale-space extrema detection

Scale-space theory is to convolve the original image with variable-scale Gaussian

function for the construction of multiple levels of Gaussian pyramid, and scale-space

extrema are detected in the constructed Gaussian pyramid. Gaussian convolution

kernel is the only possible scale-space kernel for scale-change.

The scale-space of a two-dimensional image is produced by itself convolved with a

Gaussian function G(x, y, �):

Lðx; y; �Þ ¼ Gðx; y; �Þ � Iðx; yÞ; ð1Þ
Gðx; y; �Þ ¼ 1

2��2
e

�ðx 2þy2Þ
2� 2 ; ð2Þ

where Lðx, y, �) is the output by Gaussian transformation, � is the scale parameter,

Iðx, yÞ is an input image, � is the convolution operation in x and y.2 When � becomes

Fig. 1. The process of histogram matching.
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larger, the overall pro¯le of the image becomes clearer; when � becomes smaller, the

details of the image becomes better.

In order to e±ciently detect the scale-space extrema, Lowe proposed convolving

the di®erence-of-Gaussian (DOG) function with the image to get D(x, y, �)7:

Dðx; y; �Þ ¼ ðGðx; y; k�Þ �Gðx; y; �ÞÞ � Iðx; yÞ ¼ Lðx; y; k�Þ � Lðx; y; �Þ: ð3Þ

Once DOG images have been obtained, the key points are identi¯ed by comparing

each pixel in the DOG images to its 26 neighbors in 33 regions — eight neighbors at

the same scale and nine corresponding neighboring pixels in the adjacent scale above

and below. It is selected as a key point candidate if it is the maximum or minimum

among all compared pixels.

The key point candidates detected through the above method contain many low

contrast points and some points which are poorly localized along an edge. A detailed

¯t is needed to perform for the location of the exact feature points and improve the

anti-noise ability.

3.2.2. Orientation assignment

The key point descriptor must be invariance to image rotation, so we need to assign a

consistent orientation to each detected key point. Considering distribution char-

acteristics of the gradient orientations of the points within a region around the key

point, the gradient magnitude and direction of the key point can be calculated as:

mðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðLðxþ 1; yÞ � Lðx� 1; yÞÞ2 þ ðLðx; yþ 1Þ � Lðx; y� 1ÞÞ2

p
; ð4Þ

�ðx; yÞ ¼ tan�1 ðLðx; yþ 1Þ � Lðx; y� 1ÞÞ
ðLðxþ 1; yÞ � Lðx� 1; yÞÞ

� �
; ð5Þ

where L is the scale of the key point.2 An orientation histogram is formed from the

gradient orientations of sample points within a region around the key point. Peaks in

the orientation histogram correspond to dominant directions of local gradients.7

Thus, by the method described above, each key point has three basic information:

location, scale and orientation. The next step is to create a descriptor for the key

point which is invariant to illumination changes or 3D viewpoint.

3.2.3. Key point descriptor

Before the computation of the key point descriptor, the coordinates of the descriptor

and the gradient orientations should be rotated relative to the key point orientation

¯rst. Lowe proposed that take the feature points as the center, select 16 � 16 pixel

neighborhoods and divide the region into eight 4 � 4 subregions. A 4� 4� 8 ¼ 128

element feature vector for each key point will be achieved by computing the orien-

tation histogram with eight orientation bins in each subregion. Finally, the feature

vector normalization is performed to reduce the e®ects of illumination change.7
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3.3. Rough matching process

When the feature vectors have been generated, use Euclidean distance of the feature

vectors to measure the similarity of the key point descriptors between two images;

that is to say, select a key point in the reference image, calculate the Euclidean

distance with its neighbor from the image to be stitched, and ¯nd the closest

neighbor and second-closest neighbor by comparing the distance. Matches can be

accepted for which the ratio between the distances of the closest and the second-

closest is less than a certain threshold value.

Let feature descriptor be N-dimensional, the Euclidean distance of two feature

descriptors is de¯ned as:

dði; jÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
m¼1

ðdiðmÞ � djðmÞÞ2
vuut : ð6Þ

3.4. Fine matching process

The inaccurate matches can greatly a®ect the results of the model of the geometric

transformation of the matching images. In order to improve the registration speed

and accuracy, this paper uses random sample consensus (RANSAC) algorithm to

discard the false matches. RANSAC is an iterative method to estimate parameters of

a mathematical model from a set of observed data which contains outliers, and ¯nd

the optimal ¯tting result. The algorithm was ¯rst published by Fischler and Bolles in

1981.1

The basic RANSAC algorithm in SIFT key point matching is summarized as

follows: select RANSAC sample from sample set randomly, namely four matches;

calculate the transformation matrix according to these four matches; test the current

transformation matrix by asking how many of the remaining data matches are `close'

to the consensus set according to the sample set, the transformation matrix and the

error metric function; determine whether the consensus set is optimal based on the

current number of the consensus matches, optimum (maximum) consistent sets, if

yes, update the current optimal consistent sets; update the current error probability,

when it exceeds the minimum allowed error probability. Repeat Steps 1–4 until the

current error probability is less than the minimum error probability.4

3.5. Image blending

Before we can register and align images, we need to establish the appropriate

mathematical model relating pixel coordinates in one image to pixel coordinates in

another. Transform the images according to the mathematical relationship, so that

the registered images can be in the same coordinate. Finally, we need to develop

algorithms to seamlessly blend the images with overlapping area. Therefore, ¯nding

the mathematical model to transform the registered images is a very important step.6
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For two images to be stitched, the transformation between them includes trans-

lation, scaling, rotation, etc. The combination of these deformation forms several

image transformation modes, and one of them which can satisfy all the image

transformation models is called perspective transformation.

Suppose Iðx, yÞ and I 0ðx, y) are the corresponding points on the reference image

and the registered image, and their relationship can be described using the eight-

parameter projection transformation (represented using homogeneous coordinates).

x 0
i

y 0
i

1

2
64

3
75 ¼ H

xi

yi
1

2
4

3
5 ¼

h11 h12 h13

h21 h22 h23

h31 h32 1

2
4

3
5 xi

yi
1

2
4

3
5; ð7Þ

where (x 0
i, y

0
i, 1) and (xi, yi, 1) are the homogeneous coordinate representations of

the ith point.5 The transformation matrix H has eight degrees of freedom, in theory,

only four pairs of the feature points can be used to estimate the transformation

matrix H, by solving the linear equations, the parameters of the matrix H can be

obtained, then normalize the pixels in the registered image and map them to the

reference image coordinate system.

Once the images have been registered, the next step is to produce the ¯nal mosaic

image. Because of the presence of illumination change, parallax, lens distortion, scene

motion and exposure di®erences, stitching two images could create a visible seam.

High-quality techniques for optimal seam ¯nding and blending are an important

component of image stitching systems.8

The selection of the blending strategy should meet two requirements: remove the

splicing gap and achieve seamless photo-mosaics; try to ensure the original image

information without loss. Many methods exist to perform image blending. Some well-

known image blending methods are averaging, principal component analysis (PCA)-

based image blending, wavelet transform image blending, pyramid and gradient

domain blending, etc. In this paper, a simple weighted average blending method is

used for gap closing.

The main idea of the algorithm is that the gray values of the image pixels in the

overlapping area are obtained by weighted average gray values of the corresponding

points in two images,12

I12ðx; yÞ ¼
I1ðx; yÞ; ðx; yÞ 2 S1;

kðI1ðx; yÞÞ þ ð1� kÞðI2ðx; yÞÞ; ðx; yÞ 2 S12;

I2ðx; yÞ; ðx; yÞ 2 S2;

8<
: ð8Þ

where I1 represents the reference image and I2 represents the registered image, I12
represents the blended image, S1 represents nonoverlapping area in image 1, S2

represents nonoverlapping area in image 2, S12 represents the overlapping area of two

images. k is an adjustable factor and typically a number between 0 and 1, i.e. in the

overlapped area, k is changed gradually from 1 to 0 along the direction from image 1

to image 2 so as to realize the seamless mosaic in overlapping area, as in Fig. 2.
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Normally k ¼ d1/(d1 þ d2Þ, d1 and d2 express, respectively, the distance from the

point in the overlapping area to the left edge and the right edge of S12.

4. Experimental Results and Analysis

To validate the image stitching algorithm proposed in this paper, a lot of experi-

ments have been implemented on the computer of Intel (R) Core(TM) i5-4210U

CPU @1.70GHz, 2.3 9GHz, 4.00GB RAM, via MATLAB R2009a.

In this paper, three sets of images with overlapping area taken in the outdoor are

as below for stitching. All images are normal exposure, except that one image of

(a) Image 1 (b) Image 2

Fig. 3. The ¯rst set of images (normal exposure).

(a) Image 3 (b) Image 2

Fig. 4. The second set of images (one image is overexposed).

Fig. 2. Weighted average blending method.
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the second set is overexposed and one image of the third set is underexposed (see

Figs. 3–5).

Two di®erent experiments were done in each set. In the ¯rst experiment, we use

the SIFT algorithm to extract the key points of the two images and perform the

rough matching process, and RANSAC algorithm is adopted to discard the false

matches and improve the registration speed and accuracy. The mapping relationship

between two images is obtained by using the ¯ne matches. Then a simple weighted

average method is used for image blending. The di®erence between the second ex-

periment and the ¯rst is adding an additional step which is using the histogram

(a) Image 4 (b) Image 2

Fig. 5. The third set of images (one image is underexposed).

(a) (b)

(c) (d)

Fig. 6. First experiment: image stitching for the ¯rst set of images. (a) Images 1 and 2, (b) SIFT matches,

(c) RANSAC inliers, (d) rendered with weighted average blending.
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matching for the adjustment of images before feature extraction, so that the two

images are at the same level of illumination.

Figures 6–11 show the process and result of the two experiments in each set of

images. From the quality of the ¯nal mosaic images, we can see that for the images

(a) (b)

(c)

(d)

Fig. 7. Second experiment: image stitching for the ¯rst set of images. (a) Histogram matching for images

1 and 2, (b) SIFT matches, (c) RANSAC inliers, (d) rendered with weighted average blending.

(a) (b)

Fig. 8. First experiment: image stitching for the second set of images. (a) Images 2 and 3, (b) SIFT

matches, (c) RANSAC inliers, (d) rendered with weighted average blending.

J. Zhang, G. Chen & Z. Jia
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(c) (d)

Fig. 8. (Continued )

(a) (b)

(c) (d)

Fig. 9. Second experiment: image stitching for the second set of images. (a) Histogram matching for

images 2 and 3, (b) SIFT matches, (c) RANSAC inliers, (d) rendered with weighted average blending.

(a) (b)

Fig. 10. First experiment: image stitching for the third set of images. (a) Images 2 and 4, (b) SIFT

matches, (c) RANSAC inliers, (d) rendered with weighted average blending.
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with small di®erence in light intensity, the quality of the mosaic image is satisfactory

if SIFT algorithm is performed directly (Figs. 6 and 7). Comparing Fig. 8 with Fig. 9,

and Fig. 10 with Fig. 11, the mosaic images of Figs. 9 and 11 look more natural, so

images which have signi¯cant illumination changes are preprocessed ¯rst by histo-

gram matching that could improve e®ectively the accuracy of matches and optimize

the mosaic image.

5. Conclusion

Image stitching algorithm has been the hot topic in the ¯eld of computer vision, it

has a wide range of applications in 3D modeling, virtual reality, medical image

processing, and other ¯elds. This paper presents an image stitching algorithm based

(c) (d)

Fig. 10. (Continued)

(a) (b)

(c) (d)

Fig. 11. Second experiment: image stitching for the third set of images. (a) Histogram matching for

images 2 and 4, (b) SIFT matches, (c) RANSAC inliers, (d) rendered with weighted average blending.
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on histogram matching and SIFT algorithm. It not only retains the strong matching

ability of classical SIFT algorithm, even though the presence of complex situations

such as scaling, rotation, a±ne, the original characteristics of stable matching can be

retained, but also preprocesses by histogram matching to reduce the matching errors

and improve the quality of image stitching. Experimental results show that for the

images that have signi¯cant illumination changes, the visual e®ect of using this

image stitching method is good.
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