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a b s t r a c t

Distributed reflective denial of service (DRDoS) attacks, especially those based on UDP reflection and amplifi-

cation, can generate hundreds of gigabits per second of attack traffic, and have become a significant threat to

Internet security. In this paper we show that an attacker can further make the DRDoS attack more dangerous.

In particular, we describe a new DRDoS attack called store-and-flood DRDoS, or SF-DRDoS, which leverages

peer-to-peer (P2P) file-sharing networks. An attacker can store carefully prepared data on reflector nodes be-

fore the flooding phase, to greatly increase the amplification factor of an attack. In this way, SF-DRDoS is more

surreptitious and powerful than traditional DRDoS. We present two prototype SF-DRDoS attacks on two pop-

ular Kademlia-based P2P file-sharing networks, Kad and BT-DHT. Experiments in real-world environments

showed that, this attack can achieve an amplification factor of 2400 on average in Kad, and reach an upper

bound of attack bandwidth at 670 Gbps and 10 Tbps for Kad and BT-DHT, respectively. We also propose some

candidate defenses to mitigate the SF-DRDoS threat.

© 2015 Elsevier B.V. All rights reserved.
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. Introduction

While distributed denial of service (DDoS) attacks have posed

significant threat to Internet security for many years, recently

istributed reflective denial of service (DRDoS) attacks have become

revalent and received a lot of attention due to their severity. For ex-

mple, CloudFlare observed a UDP-based DRDoS attack [1] in Febru-

ry 2014, which generated over 400 Gbps attack traffic through NTP

mplification, targeting a French hosting provider. This attack is one

f the largest DDoS attacks in history, with a tremendous traffic vol-

me that could bring down virtually any service on today’s Internet.

In a typical DRDoS attack, the attacker first sends many requests

ith a spoofed source IP address (i.e., the victim’s address) to inter-

ediate nodes (i.e., reflectors), which in turn reply with numerous

nd often voluminous responses to the spoofed IP, thereby flooding

he victim. Two key metrics for measuring the severity of a DRDoS at-

ack are amplification factor (AF) and attack ability. The amplifica-

ion factor is the ratio between the traffic volume of response packets
∗ Corresponding author. Tel.: +86 10 82529591; fax: +86 10 62754420.
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nd that of request packets, reflecting the resource cost ratio between

ttackers and victims. The attack ability is the absolute amount of at-

ack traffic launched toward the victim. Please note that reflectors are

sually meant to provide a legitimate service and can hardly realize

hat they are being exploited to produce a large attack traffic.

Unfortunately, DRDoS attacks can be even more dangerous than

xpected. In particular, we notice in our recent studies that peer-to-

eer (P2P) file-sharing applications can be leveraged to conduct more

owerful UDP-based DRDoS attacks. We observe three features that

ake P2P applications particularly attractive for DRDoS attacks: (i)

2P applications use UDP messages frequently, such as the index ser-

ices provided by Distributed hash tables (DHT [2]), making IP ad-

ress spoofing easy to perform. (ii) All P2P users can freely access and

tore various data on other nodes in a P2P network, making almost

ll nodes in the P2P network perfect candidates for DRDoS reflectors.

iii) P2P applications often have a huge user base. At present, the user

opulation of popular P2P file-sharing applications, such as Kad [3]

nd BitTorent [4], are over millions [5,6].

In this paper, we present a new type of DRDoS attack called

tore-and-flood DRDoS attack, or SF-DRDoS. The most notable

haracteristic of SF-DRDoS is that an adversary prepares and stores

arefully crafted data on reflector nodes before issuing spoofed

equests to reflector nodes and flooding the victim. This strategy can
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yield a much higher AF than previously explored DRDoS approaches

[7]. The adversary can further adjust the timing, content, and in

particular the volume of the responses.

Furthermore, we present a prototype SF-DRDoS attack system

based on two popular Kademlia-based [8] P2P file-sharing networks,

Kad and BT-DHT. The prototype system consists of a crawler to crawl

the network, a node group to store index entries, and another node

group to flood the victim. We investigate various factors that may

affect the ability of the attack, and build a model to help illustrate the

relationship between the attacker’s bandwidth cost, the reflectors’

response sizes, and the AF.

We further conducted real-world experiments to evaluate the ef-

fectiveness and flexibility of SF-DRDoS attacks, and found the aver-

age AF in the Kad network is about 2400, much higher than the AF

achieved by current DRDoS attacks. The peak AF can reach 4326, mak-

ing it possible to use only a 205 Kbps bandwidth to generate an attack

flow of about 865 Mbps. If an attacker had enough bots, it could initi-

ate an attack that costs only about 280 Mbps to generate a SF-DRDoS

attack of more than 670 Gbps. Meanwhile, the average AF in BT-DHT

networks is approximately 7. But due to BT-DHT’s loose flow control

mechanism and its huge user base (more than 16 million), the dam-

age of this attack is much more terrible than expected, which can

achieve a SF-DRDoS attack of over 10 Tbps.

Finally, we propose defense solutions to filter out the attack traffic

generated by SF-DRDoS attacks. It is worth noting that, the attacker

obeys the specifications of P2P networks and the attack traffic has

no specific characteristics to be distinguished from legitimate traf-

fic, making the defense very challenging. Our proposed defenses are

based on BGP flow specification [9], and are able to filter attack traffic

at the upstream links.

The rest of the paper is organized as follows. We first describe the

DRDoS attack and discuss related work in Section 2. We then describe

how a SF-DRDoS attack works in general in Section 3, and introduce

the Kad-based and BT-DHT-based SF-DRDoS attacks in Sections 4 and

5, respectively. Section 6 presents the real-world experiments of SF-

DRDoS attacks. We then discuss defenses against SF-DRDoS attacks

in Section 7, discuss several observations in Section 8, and conclude

the paper in Section 9.

2. Background and related work

2.1. The DRDoS attack

Fig. 1 illustrates the working mechanism of a DRDoS attack.

Because the victim can only see that the attack traffic coming from

reflectors, the attacker is difficult to locate. To conduct an effective

DRDoS attack, the following conditions should be met:

• The transport protocol should be stateless and lack authentication

so that the attacker can use spoofed IP addresses in their requests.
Attacker

Reflector

Victim

Request:
Spoofed Source (victim)
Destination (reflector)

Reflected Response: 
Source (reflector)
Destination (victim)

Fig. 1. The working mechanism of a DRDoS attack.
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Otherwise, the potential reflectors cannot be fooled into sending

responses to the victim.
• There should be abundant reflectors that are open to all Internet

users. Insufficient availability of reflectors caps the attack ability.

For example, there are more than 27 million open DNS resolvers

on the Internet that can be misused as reflectors [10].
• Some requests should trigger large responses according to the

communication protocol in place, thus enabling amplification.

Otherwise, the attack ability will be reduced to that of a non-

reflective attack or even lower.

Also desirable for attackers are protocols which are difficult to fil-

er, such as those using non-fixed UDP ports or that encrypt or obfus-

ate messages by default.

.2. Related work

.2.1. DRDoS attack methods

Researchers have conducted comprehensive analysis of the DRDoS

ttack since 2001 [11]. The earliest well-known DRDoS is probably the

murf attack [12], which sends spoofed ICMP echo requests to subnet

roadcast addresses to trigger massive echo responses to a victim.

umar et al. [13] further investigated the factors that affect the attack

bility of the smurf attack and explained the relation between the

ttack cost, the reflector network and the final amplified attack traf-

c. TCP-based DRDoS attacks have also been studied [14–16]. These

ork demonstrated TCP-based protocols can be abused to conduct

RDoS attacks, despite the TCP three-way-handshake mechanism. By

issecting all kinds of unexpected responses received upon sending

single SYN packet, they found that some common TCP-based pro-

ocols can generate an amplification factor of 50 × . In this work we

ocus on UDP-based DRDoS attack instead.

Nowadays the UDP-based DRDoS attacks have become more and

ore popular and destructive on the Internet. These attacks exploit

opular Internet services to greatly amplify the attack traffic. For ex-

mple, one of the biggest DDoS attacks in history [17] utilizes DNS

eflection and amplification [18] to generate a striking DDoS attack

t more than 300 Gbps. Another famous DRDoS attack happened in

ebruary 2014 by using NTP amplification [1], which generated attack

raffic against a French hosting provider at more than 400 Gbps. Re-

ently, Rossow [7] revisited popular UDP-based protocols, including

NS, NTP, SNMP, CharGen, BitTorrent and Kad. The results indicated

hat 14 protocols are exploitable as reflectors, with the AF reaching

s high as 4670 when NTP severs are exploited. However, the com-

utation of the AF only considered UDP payload. When considering

he packet header as shown in our paper, the actual AF is only about

00, much lower than that of SF-DRDoS attacks that we will present

n this paper.

Czyz et al. [19] has chronicled how NTP-based DRDoS attacks

apidly rose from obscurity to a dominant DDoS vector . They have

easured the size of the NTP amplifier pool and found a small

umber of “mega amplifiers,” i.e., servers that generate huge re-

ponse packets. These mega amplifiers are similar to the Mono Tor-

ent clients found in Section 5.3.

In order to help researchers understand the latest DDoS attacks,

ang et al. [20] gave an in-depth analysis based on 50,704 Internet

DoS attacks. They found a majority of current DDoS attacks were

onducted by botnets. Compared with botnet-driven DDoS attacks,

he SF-DRDoS attacks that we introduce in this paper do not need any

ot program injected into normal hosts; yet, the SF-DRDoS attacks

ill be more efficient and lethal than botnet-driven DDoS attacks.

.2.2. P2P-based DRDoS and DDoS attacks

Similar to our study, a few studies investigated the DRDoS attack

ia P2P networks. The possibility of reflection and amplification in

ad was found in [21], which utilizes bootstrap requests to gain
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Fig. 2. The working mechanism of a store-and-flood DRDoS attack.
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n AF of about 8. Rossow [7] also investigated the AFs in Kad, discov-

ring the average AF (without including packer headers) to be 16.3.

n the other hand, most P2P-based DDoS attacks studied so far are

ot DRDoS, and are mainly focused on deceiving innocent users into

ooding messages toward a victim. To do so, they either trick peers

nto adding bogus neighbors in their routing tables [21,22], or pro-

ide bogus index entries that a victim owns popular contents [21–

6]. While such DDoS attacks have been found in the wild [27], they

nly generate tens of megabytes of UDP traffic or tens of hundreds of

CP connections per second at most.

.2.3. Defenses against DRDoS

Research on DRDoS defenses can be classified into two categories,

etwork source address validation and traffic scrubbing. The first cat-

gory includes BCP 38 [28], ITRACE [29], SPIE [30], Hop-Count Filter-

ng [31], Passive IP traceback [32] and SAVE [33]. The later includes

he statistics-based approach[34], SIFF [35], AITF [36] and StackPi

37]. These solutions, however, only have limited efficacy against DR-

oS unless they can be fully deployed.

. Store-and-flood DRDoS

In this section, we present the methodology of the store-and-flood

RDoS (SF-DRDoS) attack and then analyze its characteristics. We

uild a model to evaluate its attack ability, with an emphasis on the

F the attacker can achieve.

.1. Methodology

As shown in Fig. 2, an SF-DRDoS attack typically consists of three

tages:

1. Preparing stage: In this step, the attacker prepares data to store

at reflectors. To do so, the data must follow the protocol of the

exploited services to appear legitimate. Furthermore, the attacker

needs to consider how the data may maximize the amplification

factor. In P2P networks, for example, such data can be an index

entry that contains an extremely long filename.

2. Storing stage: Now that the data is prepared, the attacker must

store the data at reflectors. Since the data follows the protocol of

the exploited service, storing the data will likely go undetected.

For example, in P2P networks, the storing process can be as simple

as storing index entries in selected peers. The attacker must be

mindful of the data’s expiration time to ensure that the data will

be available during the next stage.

3. Flooding stage: With data stored at reflectors, the attacker can

then trigger flooding traffic toward her victim. To do this, the

attacker sends reflectors requests for the previously stored data

with the source IP address of the victim. Since the requests appear

to be from the victim, the reflectors will send all the responses to
the victim. The more requests the attacker generates, the more re-

sponses the victim will receive, the less available the victim will

become to its legitimate users.

Due to the storing stage before flooding, the AF of the SF-DRDoS

ttack can be much higher than that of the traditional DRDoS attacks.

n traditional DRDoS attacks, the attacker depends on data already

tored at reflectors. If there is nothing or little data related to a re-

uest, the AF could not possibly be as high as desired. Conversely, in

F-DRDoS, because carefully prepared data are stored on reflectors in

dvance, the attacker can customize every request to generate a large

esponse, thus significantly increasing the AF.

The SF-DRDoS attack offers great flexibilities to the attacker. First,

he attacker can configure how many reflectors to use, how much

ata to store at each reflector, and how large each response will

e. Second, the attacker can also control the timing of its attack, as

t could determine when to begin and end the storing stage, when

o trigger the flooding stage, and even whether to overlap different

tages. Finally, the attacker can easily adjust the attack volume by

ontrolling the number of requests and the size of responses.

.2. The amplification factor (AF) of SF-DRDoS

While AF is the ratio between the total attack traffic volume

aunched toward the victim, i.e., attack ability, and the total traffic

olume invested by the attacker, i.e., attack cost, we further introduce

wo AF metrics to measure the potency of an SF-DRDoS attack: the

ttack-time AF where the attack cost is only the cost during an at-

ack, and the all-time AF where the attack cost includes all the cost

hat the attacker invests.

Assume that sending a request of size s will cause a reflector to

etrieve the attacker’s stored data and generate a response of size r.

he attack-time AF will simply be:

ttack-time AF = r

s
. (1)

While traditional DRDoS attacks can be well measured using

ttack-time AF, it is also important to use all-time AF for SF-DRDoS

here the cost of storing data on reflectors may be non-negligible.

ssume that the attacker must use s′ worth of traffic volume to store

ata at each reflector. If each reflector can be used t times after having

ata stored at it, then

ll-time AF = r · t

s′ + s · t
. (2)

The all-time AF represents the actual ratio of victim resource us-

ge to attacker resource usage. The attack-time AF is more indicative

f what attacks will be achievable by an attacker. While an attacker

ay have a moderate all-time AF, it may have a high enough attack-

ime AF to disable a victim for a short period of time with a rela-

ively low amount of bandwidth. In effect, the attacker is able to pay

or preparing the attack over a longer period of time, then suddenly

aunch a large attack which the victim cannot handle all at once.

. Store-and-flood DRDoS on Kad

In this section, we introduce a Kad-based store-and-flood DRDoS

ttack. First we give an overview of the Kad system, with the empha-

is on its characteristics that the SF-DRDoS attack will exploit, then

e describe the design and implementation of this attack.

.1. Kad

Kad is a P2P file-sharing network using the Kademlia [8] DHT pro-

ocol. In Kad, every participating node has a unique 128-bit identi-

er called Kad ID. Kad supports two types of objects, keywords and

les. Every keyword is associated with a 128-bit key ID, which is the
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Table 1

Amplification factors of Kad operations based on experiments.

Operation Request Response AF

(bytes) (bytes)

Bootstrapping 64 480 ∼ 8

Routing 77 111–336 1–5

Searching an unpopular keyword 64 230 ∼ 4

Searching a popular keyword 64 27,493 ∼ 350

Searching an unpopular file 70 260 ∼ 4

Searching a popular file 70 12,000 ∼ 160

Fig. 3. The design of Kad-based store-and-flood DRDoS attack.
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hash of the keyword, and every file is assigned a 128-bit file ID, which

is the hash of the file’s content. In the 128-bit ID space, Kad calcu-

lates the distance of two IDs using bitwise XOR operation. Kad sup-

ports two primary operations: publish and search. A node can publish

a keyword-to-file index (such as 〈key ID, 〈filename, filesize, fileID...〉〉) at

index nodes whose Kad ID is closest to the key ID of the keyword in

the ID space, and allow other nodes to search the index using the key

ID.

Kad has the following characteristics that a store-and-flood DR-

DoS attack can exploit:

• All Kad operations are UDP-based, and they do not have hand-

shaking mechanisms at the application level either, thus making

IP spoofing easy.
• Kad has two million concurrent users [5] and all of them could be

reflectors.
• Kad can provide a large amplification effect. Table 1 shows the am-

plification effects that some operations in Kad can already achieve

without much elaboration, i.e., no storing stage. Further, taking

advantage of SF-DRDoS, the attacker can get a much higher AF

in Kad. In Kad, each Kad node can be easily turned into an index

node by publishing appropriate index entries to it. And there is no

explicitly limitation on the string fields in the keyword-to-file in-

dex entry, so one entry could be much larger than expected. If the

attacker stores enough enlarged index entries at a Kad node in ad-

vance, the Kad node would return all of them when receiving one

small searching request. Kad allows at most 300 index entries in

one searching response, possibly encapsulated into one or more

UDP packets.
• In Kad it is easy to manipulate the size of response packets, the

UDP ports used by Kad are not fixed (in order to avoid censor-

ship), and messages are encrypted and obscured, all making traffic

filtering difficult.

4.2. Design of Kad-based SF-DRDoS

A Kad-based SF-DRDoS attack consists of three basic components:

the crawler, the storing group, and the flooding group. As shown in

Fig. 3, the crawler can periodically crawl the entire Kad network to

collect Kad nodes online and provide a list of them to the storing

group. Every online node is a potential reflector represented by a tu-

ple (Kad ID, IP, UDP port, Kad version). The storing group, upon the

receipt of a list of online nodes, prepares 300 large index entries, and

stores them to each of these nodes—i.e., the storing stage of an SF-

DRDoS attack. For each node, the storing group first selects an appro-

priate keyword which has a key ID that shares at least the first 8 bits

(i.e., prefix) with the node’s Kad ID, then constructs 300 keyword-to-

file indices all with the keyword and a random, extremely long string

for the filename field, and finally publishes all these indices. These

indices, once stored, will stay valid for 24 h, and this storing process

can be repeated every 24 h to support a persistent attack.

When it is the time to launch the attack as desired by the at-

tacker, the flooding group can then issue a large number of search-

ing requests to look for the keywords for which the storing group has

stored indices in Kad. All these requests carry the spoofed source IP
ddress of a victim (IPv in Fig. 3). Due to the lack of any handshak-

ng mechanism in Kad, these reflectors cannot verify the authenticity

f the source IP. Every request is only 64 bytes and can trigger up to

00 index entries, thus generating massive response packets toward

he spoofed source IP address. Consequentially, the links at the victim

ill be clogged and the victim will be successfully DDoS’ed.

.3. Implementation of Kad-based SF-DRDoS

We implemented the Kad-based SF-DRDoS attack system using

Mule [38], an open-source application which works with Kad. We

reated a customized client with only the necessary Kad components,

nd using this client we spawned many Kad nodes to perform the

rawling, storing, and flooding. The Kad crawler is a specific imple-

entation of our crawling algorithm proposed in [39], which accord-

ng to our experiments can gather over 2 million nodes in about

min. However, since we use a single crawler, rather than a dis-

ributed crawler as proposed in [39], our crawler takes longer. Also,

e limit the crawler to only collect nodes which can be used as re-

ectors, e.g., those that do not use firewalls or NAT.

For the storing process, an important parameter is the maximum

ength of the filename in keyword-to-file indices, which determines

he ultimate AF. By analysing Kad implementations, we found that

Mule cannot accept an index where the length of the filename ex-

eeds 2048 bytes. On the other hand, there is no limitation on the

lename in aMule. It means the attacker can store indices with arbi-

rary length, and achieve an infinite AF in the aMule network. In this

aper, we uniformly use a smaller size to avoid having any filenames

ropped or rejected in both eMule and aMule.

Kad has a flooding control mechanism to limit the rate of request

ackets from a specific source IP address. Once the request rate from

node exceeds the limit, its requests will be dropped and eventu-

lly its IP address will be blacklisted temporarily. For example, every

ode can issue at most three searching or publishing requests every

inute. However, during the storing stage, every publishing request

an use a different spoofed source IP address, or that of a different

ot each time in a large-scale botnet, to stay below the rate limit. This

imitation is therefore only relevant to the flooding stage of the SF-

RDoS attack where every request must use one of the IP addresses

f the victim. Therefore, in the flooding stage for every IP address of

he victim, this attack will send every node three searching requests

er minute to maximize the usage of each node as a reflector. If the
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ictim has many IP addresses, such as when an entire subnet is tar-

eted, a lot more searching requests can be issued.

. Store-and-flood DRDoS on BT-DHT

In this section, we present another SF-DRDoS attack based on the

T-DHT network. Compared with the Kad-based attack, it has sev-

ral distinctive characteristics, such as the larger user base with over

6 millions users and a looser flow control mechanism. Although BT-

HT-based SF-DRDoS has a smaller amplification effect than the one

ased on Kad, its attack ability can be more powerful.

.1. BT-DHT

In essence, both BT-DHT and Kad are specific implementations of

he Kademlia protocol. So the working mechanism of BT-DHT is sim-

lar to that of Kad, as shown in Section 4.1. Here, we just highlight

everal important differences.

BT-DHT has only one type of object, i.e., the file object. Both nodes

nd objects share a common 160-bit ID space. We call the mapping

etween the file ID and the connection information of the file owner,

.e., 〈file ID, 〈IP1: Port1, IP2: Port2, ...〉〉, the file-to-source index. In the

T-DHT-based SF-DRDoS attack, the attacker can only use the file-

o-source index. Due to the fixed length of every field in this kind of

ndex, the AF of SF-DrDoS would be naturally restricted.

In BT-DHT, the get_peersmessage provides the searching func-

ion. When a node receives a get_peers request for a specific (file)

bject and it has records of the object in its index table, it replies

ith the information of a certain amount of file owners (i.e., peers).

n the other hand, file owners use the announcemessage to publish

le objects toward index nodes. Unlike Kad, an index node in BT-DHT

oes not examine whether an announced file object is adjacent to it-

elf in the ID space, and the file ID in the announcemessage and the

ode ID of an index node does not need to have an 8-bit prefix in com-

on. This feature makes it easy for the storing group in an SF-DRDoS

ttack to construct and announce file-to-source indices, store them

t index nodes, and further use these index nodes as reflectors in an

F-DRDoS attack. And in BT-DHT, if some node wants to announce

omething to an index node, it must first send a get_peers request.

hen the index node sends back a random token in the get_peers
esponse, which will be used by the initiator to send the announce
equest. At last, the index node checks the token when receiving the

nnounce request. It refuses the storing request with a wrong token.

Like Kad, BT-DHT can also be a good candidate as an exploitable

eflector network. According to the measurement work in [39],

he number of users concurrent online in BT-DHT is more than 16

illions, and the number of unique nodes seen in 24 h exceeds 100

illion. This huge user base provides even more reflectors for an

F-DRDoS attack. We have also measured amplification effects in

he natural BT-DHT network. As shown in Table 2, the get_peers
essage is a good candidate to be exploited in an SF-DRDoS attack.

hough the size of one file index is small and fixed, this attack

an leverage the fact that one request can retrieve dozens of index

ntries. Finally, like the Kad network, the BT-DHT network also

rovides other desired characteristics, such as UDP transport, flexible

DP ports, and message encryption.
Table 2

Amplification factors in the real BT-DHT network.

Category Request (bytes) Response (bytes) AF

Ping 109 100 ∼ 1

Find_node 145 329 ∼ 2

Get_ peers 159 367–695 2–4

Announce 222 100 ∼ 0.5
.2. Design of BT-DHT-based SF-DRDoS

As shown in Fig. 3, the principle of the BT-DHT-based SF-DRDoS

ttack is basically the same as that of the Kad-based SF-DRDoS, Be-

ow we only discuss their differences. First, at the storing stage, the

toring group utilizes announce messages to store enough file-to-

ource index entries on reflector nodes. To choose reflector nodes to

se, it can take snapshots of the whole or certain parts of BT-DHT net-

ork, such as by using the splitting crawler described in [39]. Then

t the flooding stage, it sends reflectors continuous get_peers re-

uests with spoofed source IPs that point to the target, causing mas-

ive get_peers responses toward the target area and thus DDoS

ccurrence.

.3. Implementation of BT-DHT-based SF-DRDoS

Unlike Kad, most BT-DHT clients are not open source and they im-

lement the BT-DHT protocol in different ways. We implemented the

T-DHT-based SF-DRDoS attack system based on libTorrent [40], an

pen source library of the BitTorrent protocol. We have conducted

series of measurements on BT-DHT to see how an SF-DRDoS at-

ack can dynamically adjust various BT-DHT parameters for different

lient versions, in order to to fully exploit the BT-DHT network and

chieve the most serious damage.

The first parameter is the number of index entries triggered by a

et_peers request. In the experiment, we crawled 23,000 nodes

andomly in BT-DHT and stored enough index entries on them, and

hen sent get_peers requests to them to trigger corresponding re-

ponses.

Fig. 4 presents the complementary cumulative distribution (CCDF)

f the number of returned indices. The result shows the average num-

er of indices is 92. So we can deduce that the average AF is nearly 7

= (367 + 92 ∗ 8)/159) (See Table 2). Most nodes (nearly 60%) return

ess than 100 index entries in one get_peers response. However,

here are still about 11% of nodes returning more than 150 index en-

ries, and exploiting these nodes can achieve an AF of about 10. In

ddition, one special type of BT-DHT client, MonoTorrent, has almost

o limitation, and can return as many as 2016 indices.

The second parameter is the validity period of file-to-source in-

ices stored on BT-DHT clients. We have measured some mainstream

lients, including uTorrent, BitTorrent, libTorrent, Bitspirit and Bit-

omet. The result shows that the index entry in the uTorrent client

as the longest period of validity, i.e., more than 36 h. For libTorrent,

he duration is 45 min and all others are 30 min. With the guidance of

hese measurements, the storing group in SF-DRDoS can then execute

e-publish operations more accurately.
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Fig. 4. The distribution of the number of index entries returned in BT-DHT.
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Table 3

The results of flow control mechanisms (maximum packets per second

(pps)) in three BT-DHT clients.

Client uTorrent Bitcomet Bitspirit

ersion 3.5.0.275 1.13 Stable Release 1.8.3

ping 10 15 15

find_node 2 20 9

get_ peers/announce 2 25 10
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Fig. 5. The total number of nodes simultaneously online in Kad and BT-DHT on June

22, 2013.
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Fig. 6. The schematic diagram of the bandwidth estimation technique.
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The last parameter is the flow control mechanism in BT-DHT.

By checking the source code of libTorrent, we found it has no flow

control. We thus measured other three mainstream BT-DHT clients,

including uTorrent, Bitcomet and Bitspirit. Table 3 presents the flow

control mechanism details in each client. Because each announce
request needs a get_peers request first, so the rate limitations of

the two requests are identical. The results show the flow control of

uTorrent is much more rigorous, with the rate of get_peers and

announce only 2 pps. Nevertheless, the overall flow control mech-

anisms in BT-DHT are more relaxed than in Kad, where the pps of

searching requests or publishing requests is just 0.05 (every Kad node

can issue at most 3 searching or publishing requests every minute).

6. Experiment results and analysis

In this section, we describe our experiments with the SF-DRDOS

attack system and our analysis of the results.

6.1. Experiment setup

We deploy the attack system on a server with two Intel Xeon

CPUs (E5645, 2.40 GHz, 24GB RAM) located on a university campus.

It spawns 40 customized P2P nodes for the storing group as well as

40 for the flooding group. Each node uses an independent IP address

to directly connect to the Internet. All nodes are distributed evenly

across the Kad and BT-DHT ID space. Every node has a 4 Mbps uplink,

rented from a special network where BCP 38 [28] is not deployed,

allowing every node to spoof their source IP address.

6.1.1. The Kad-based attack

We conducted a Kad-based experimental attack in May 2013 un-

der real-world conditions toward a victim with a dedicated download

bandwidth of 1 Gbps at another participating university. We care-

fully controlled the attack traffic volume to avoid causing any unex-

pected network failures. During the experiment, the crawler collected

Kad nodes (i.e., reflectors) online from two 8-bits ID zones (0x51 and

0x2E) on an hourly basis, and was able to continuously provide about

20,000 live nodes for the storing group and the flooding group. The

storing group then published 300 keyword-to-file index entries to

each node collected, where the length of every filename was 1500

bytes. The storing process lasted 30 min; as the average Kad node

stays online for 165 min [41], the 30 min duration is appropriate to

ensure enough nodes remain available with the stored data during

the flooding stage. We then launched the flooding stage that lasted

for 15 min, during which we recorded all attack traffic towards the

predefined UDP port at the victim machine. For every node used as

a reflector, because it stays online for 165 min on average and can

accept 3 searching requests per minute from each source address, as-

suming there are |V| different IP addresses of the victim, the node can

then receive totally 165 · 3 · |V|, i.e., 495|V|, requests.

6.1.2. The BT-DHT-based attack

In the BT-DHT-based attack, the experiment setup was almost the

same. About three thousand reflectors come from a 12-bit ID zone,

0x91A. The number of index entries and the rate of sending requests

are consistent with the measurement results in Fig. 4 and Table 3. In
T-DHT, a node stay online for 174 min on average and can accept 120

et_peers requests (for uTorrent) per minute from each source ad-

ress, so the node can then receive totally 174 · 120 · |V|, i.e., 20880|V|,

equests. Benefiting from the looser flow control mechanism, the BT-

HT-based attack can utilize the stored contents more fully than the

ad-based one’s.

.2. Environmental parameters

Two environmental parameters are important for our experi-

ents: the network size and the uplink bandwidth of nodes in Kad

nd BT-DHT. The former determines the total number of usable re-

ectors, and the latter is the upper limit of the DRDoS traffic on an

ndividual reflector. We thus estimated both as follows.

To determine the network size , we ran our crawler continuously

or 24 h. The crawler could collect all nodes in the Kad or BT-DHT

etwork in an average of 15 min. Fig. 5 presents the total number of

sable reflectors in the two Kademlia networks. Though the number

uctuates over time, useable nodes in each network are always suf-

cient to conduct a serious DDoS attack. In BT-DHT, even not at peak

ours, there are still about 12 million nodes online simultaneously.

nd in Kad, it is at least 0.8 million all the time and is often over 1

illion.

For the uplink bandwidth of Kademlia nodes, we developed a cus-

omized bandwidth estimation method based on the self-loading pe-

iodic streams (SLoPS) technique [42], with its results shown in Fig. 6.

ur assumption is that senders will not receive responses from a re-

eiver once the available uplink bandwidth of the receiver is all used

p, and the uplink bandwidth of a node is thus the maximum band-

idth consumed by all the response packets to all the senders. After

toring enough index entries at a Kad or BT-DHT node, we set up 170

ooding nodes to send searching requests with gradually increasing

ates directly to the Kademlia node’s IP, and then measure the maxi-

um response bandwidth. Because Kademlia does not limit the total
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mount of traffic used in DHT communications, this bandwidth is ex-

ctly the uplink bandwidth of the node in question.

Fig. 7 presents the distribution of the uplink bandwidth for 2150

andomly chosen Kad nodes. The result shows that the uplink band-

idth of 92% of nodes is lower than 1 Mbps, and the average value is

.67 Mbps. However, there are still 2.3% of nodes whose uplink band-

idth is higher than 5 Mbps. When conducting a real SF-DRDoS at-

ack, the attacker can adopt a method, similar to TCP Slow Start [43],

o fully utilize the uplink bandwidth of every node/reflector.

.3. Results and analysis

We now present the results from our experiments under real

orld conditions. Here, the results and analysis mainly focus on the

ad-based attack for simplicity.

.3.1. The Kad-based attack

Fig. 8a presents the attack bandwidth toward the victim over a

5 min attack window. The peak reaches 865 Mbps, and the average

s 480 Mbps. Meanwhile, as the average attack cost during the attack

s only 0.2 Mbps, the average attack-time AF is 2400. Fig. 8b further

resents the attack-time AF throughout the attack window, where the

aximum AF is 4326. Note that due to node overloading and packet

oss, this maximum is lower than the theoretical maximum, which

s 5980 for 1500-byte filenames, and if we use 1900-byte filenames

he maximum AF can be even higher, with a theoretical maximum of

548. However, the measured AF value of 4326 is already significantly

arge. In a previous DDoS attack using Kad [21], it utilizes bootstrap

equests and gains an AF of only about 8.

The all-time AF for this attack can also be quite high. The storing

ost, s′, for 300 index entries each with a filename taking 1500 bytes

ill be 1500 · 300 bytes. Considering the flooding control mechanism
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(a) Attack ability of the Kad-based SF-DRDoS attack. (

Fig. 8. Attack ability and AF in the Kad-based SF-D
n Kad, in order to fully utilize the uplink bandwidth of reflectors, the

arget area must have 11 IP addresses. Assuming that the number of

P addresses in the target area |V| is 11, then the number of times a

eflector can be used, t, is 495 · 11. The size of a request to a reflector,

, is 64 bytes and this request will generate a response of size r =
00 · 1500 bytes. Now, referring to Eq. 2 in Section 3.2, we have

ll-time AF = (300 · 1500) · (495 · 11)

(300 · 1500) + 64 · (495 · 11)
= 3069. (3)

Now we estimate the total attack ability of the Kad-based SF-

RDoS attack and the corresponding attack cost. The number of us-

ble reflectors in Kad is approximately one million, of which the av-

rage uplink bandwidth is 0.67 Mbps. We use the attack-time AF of

400 from our experiment. Assuming the attacker can utilize her re-

ectors with the average reflector uplink bandwidth, the maximum

ttack ability would be approximately 670 Gbps (i.e., 0.67 Mbps mul-

iplied by one million), sufficient to disable most web sites on the

nternet. Meanwhile, the attack cost at the flooding stage would be

ust 280 Mbps, easy for an attacker to obtain.

.3.2. The BT-DHT-based attack

The result of the BT-DHT-based attack shows that the attack band-

idth toward the victim is 13.3 Mbps. Meanwhile, the average attack

ost is 1.97 Mbps. So the average AF is nearly 7, which is consistent

ith the result in Fig. 4.

Although the amplification effect is not as good as the Kad-based

ne’s, some distinguishing features of BT-DHT could make the BT-

HT-based attack more powerful under certain conditions. Taking

dvantage of the looser flow control mechanism and the huge user

ase of more than 16 million users, the full potential of the BT-DHT

etwork is enough to carry out 10 Tbps-level SF-DRDoS attacks (i.e.,

.67 Mbps multiplied by 16 million). If the attacker can obtain an

andwidth of 1.4 Tbps, it will be likely to happen. Honestly speak-

ng, it is difficult for most attackers to gain such a big Internet band-

idth. Nevertheless, it is worth noting that numerous botnets emerge

n today’s Internet and the attacker can easily obtain a bandwidth

f 100 Gbps by controlling them. Thus, a SF-DRDoS attack of 1 Tbps

ould not be very far from us.

. Detection and defenses

In this section, we propose possible methods for detection and de-

ense against SF-DRDoS attacks.

.1. Detection

By adopting random ports and encrypted payloads, Kademlia-

ased SF-DRDoS attacks are hard to detect. We propose that we can

eploy enough “honey nodes” in these P2P networks to detect such
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Fig. 9. An example of protecting UDP-based services using BGP flow specification.
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attacks. These honey nodes would act just the same as other nor-

mal nodes, and each honey node keeps statistics about publishing

and searching events that it is involved in. According to features of

store-and-flood attacks, it is easy for honey nodes to detect abnormal

behaviors such as by seeing large index entries (with long file names)

published at honey nodes and then subsequent searching requests for

the same index entries at a high rate.

In order to capture most publishing and searching events in P2P

networks, we should consider the deployment number and location

of honey nodes in the ID space of Kad. According to the idea of the

eclipse attack [44], deploying one honey node in each small ID space

would allow them to listen and collect most Kad messages toward the

region. Experiment results show that the size of each small ID space

should be 15 bits, i.e., all nodes in that space share a common prefix

of at least 15 bits. So the number of honey nodes is 215 = 32K. Given

1.5 to 2 million nodes in the current Kad network [5], the population

of honey nodes would not disturb the normal functions of Kad. Re-

garding how to set up numerous honey nodes using a small number

of physical machines, readers can refer to our prior work in [45].

7.2. Defenses

We make the following recommendations to defend against SF-

DRDoS. First, Kademlia networks should make some changes, includ-

ing answering requests only after validating their sources, limiting

the string length and the number of index entries triggered by one

request. However, it is difficult to deploy these incompatible modifi-

cations in the current network.

Next, as recommended in BCP 38 [28], every ISP should deploy

ingress filtering to eliminate the possibility of source IP spoofing as

well as reflection attacks, including SF-DRDoS. Ingress filtering re-

quires that when an IP packet departs from a network to enter the

Internet, it must carry a source IP address belonging to the ISP. Un-

fortunately, while nearly 80% of the Internet deploys some type of

ingress filtering, the remaining 20% are reluctant to deploy ingress

filtering due to technical and economic reasons [46].

Then assuming IP spoofing will not be eliminated in the foresee-

able future, we believe that effective traffic filtering is key to defend-

ing against SF-DRDoS attacks. Though the design of a comprehen-

sive filtering system is beyond the scope of this paper, we provide an

overview of what such a system would require in order to succeed,

and give operational examples of such a system based on BGP flow

specification [9].

Before discussing challenges in designing a comprehensive sys-

tem, we consider a scenario in which a TCP server would like to de-

fend itself against SF-DRDoS attacks. Designing a flow specification

in this scenario is simple: The TCP server can send a rule to its switch

asking that all UDP packets be dropped. The switch then propagates

the rule further upstream. This should mitigate any UDP-based SF-

DRDoS attacks.

A more comprehensive system, meant to defend systems which

cannot afford to simply block all UDP traffic, must be able to effec-

tively deploy filtering rules which can distinguish malicious traffic

from legitimate traffic. Such a system would need to either automat-

ically generate suitable rules or listen for rules from a client and then

reliably propagate said rules to upstream links. Fig. 9 shows an exam-

ple of such a system based on flow specification propagating rules to

filter packets exceeding a set size.

8. Discussion and open issues

To exploit all nodes in the Kad network, the attacker would need a

bandwidth of nearly 280 Mbps. And for the BT-DHT attack, the band-

width cost will be strikingly up to 1.4 Tbps. While this cost may seem

prohibitive at first, with sufficient funds, attackers may achieve a high

bandwidth by renting botnets. In recent years, botnet attacks have
ecome quite prevalent [47–49], and botnets can be as cheap as $100

or 10,000 bots [50]. Furthermore, botnets with hundreds of thou-

ands of bots are readily employable. With such low costs and a high

olume, attacks exploiting every node on a network may be feasible

rom both a technical and economic standpoint.

Also, the store-and-flood DRDoS attack is not limited to P2P file-

haring networks, such as Kad. A thorough examination of all public

DP protocols is beyond the scope of this paper, however, the same

ethodology we used could be applied to develop attacks on other

DP protocols. Proprietary UDP protocols for which specifications are

ot publicly available could be vulnerable to this type of attack.

This paper presents the SF-DRDoS attack and points to upstream

ltering as a promising defense. However, the creation of such a sys-

em is left as future work. Such a system would need to meet the

ollowing demands: (i) it must be able to produce high quality filter-

ng rules; (ii) it must scale to be able to handle many rules from many

ervers; and (iii) it must be easily deployable. A system meeting these

equirements would not only provide defense against SF-DRDoS at-

acks, but could be generalized to help mitigate any type of DDoS.

. Conclusion

Distributed denial of service (DDoS) attacks have been around for

any years, yet they continue to pose a serious threat to the security

f the Internet. Worse, as the Internet adds new applications with

ery large user bases, the soil for DDoS becomes ever more fertile,

ometimes even leading to new, more devastating DDoS attacks.

We elucidate one such new DDoS attack in this paper, which we

all store-and-flood distributed reflective denial of service attack, or

F-DRDoS attack. The attack can leverage popular peer-to-peer (P2P)

pplications to flood a victim with an unusually large amplification

actor. The attacker can first store carefully prepared data on a large

mount of P2P nodes, and then issue specially prepared requests to

hese nodes to generate responses toward innocent victims. The tim-

ng, content, and in particular the volume of the responses are all un-

er the control of the attacker.

We implemented prototypes of SF-DRDoS on the Kadamlia P2P

etworks, and conducted real-world experiments. Compared with

he state-of-the-art amplification factor in DRDoS attacks, the Kad-

ased SF-DRDoS can achieve a much higher attack-time amplifica-

ion factor of 2400 on average, with an attack bandwidth as high as

70 Gbps—sufficient to take down most web sites on the Internet.
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hat is more, the BT-DHT-based attack can even conduct a terrible

DoS of 10 Tbps, which definitely means a disaster to today’s Inter-

et.

We further discussed defenses against SF-DRDoS attacks, includ-

ng injecting honey nodes into Kademlia networks, deploying BCP 38,

nd employing BGP flow specification. Together with other DDoS at-

acks, SF-DRDoS attacks signal the urgent need for new, effective de-

ense solutions.
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