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Abstract—The detection of recorded epileptic seizure activity in EEG segments is crucial for the localization and classification of epileptic seizures. However, since seizure evolution is typically a dynamic and nonstationary process and the signals are composed of multiple frequencies, visual and conventional frequency-based methods have limited application. In this paper, we demonstrate the suitability of the time–frequency (t–f) analysis to classify EEG segments for epileptic seizures, and we compare several methods for t–f analysis of EEGs. Short-time Fourier transform and several t–f distributions are used to calculate the power spectrum density (PSD) of each segment. The analysis is performed in three stages: 1) t–f analysis and calculation of the PSD of each EEG segment; 2) feature extraction, measuring the signal segment fractional energy on specific t–f windows; and 3) classification of the EEG segment (existence of epileptic seizure or not), using artificial neural networks. The methods are evaluated using three classification problems obtained from a benchmark EEG dataset, and qualitative and quantitative results are presented.

Index Terms—Artificial neural networks (ANNs), EEG, epilepsy, seizure detection, time–frequency (t–f) analysis.

I. INTRODUCTION

APPROXIMATELY 1% of the world’s population suffers from epilepsy, a disorder of the normal brain function, characterized by the existence of abnormal synchronous discharges in large ensembles of neurons in brain structures [1]. These discharges are often referred as “paroxysmal activity” and appear either during seizures (ictal periods) or between seizures (interictal periods) [2]. Epileptic seizures are manifestations of epilepsy, which are due to the sudden development of synchronous neuronal firing in the cerebral cortex and are recorded using the EEG, which is a measure of brain electrical activity. Epileptic seizures may occur in the brain locally (partial seizures), which are seen only in a few channels of the EEG recording, or involving the whole brain (generalized seizures), which are seen in every channel of the EEG recording [3].

Clinical neurologists in daily practice commonly examine short recordings (usually 20-min recordings) of interictal periods. The most common forms of the interictal periods are the individual or isolated spikes, the sharp wave, and the spike-and-wave complex. These are perceived in the majority of patients with epilepsy. For this reason, interictal event detection plays a vital role in the diagnosis of epilepsy. However, during an isolated spike, the brain is not in a clinical seizure. A different EEG pattern is observed during the ictal period consisting of rhythmic waveforms for a wide variety of frequencies, polyspike activity, low-amplitude desynchronization, as well as spike-and-wave complexes [3]. Although interictal findings offer evidence of epilepsy, diagnosis of epilepsy is usually based on observed epileptic seizures [4].

The interictal indications of epilepsy can be identified using a short period EEG recording. However, the long-term video-EEG monitoring is necessary due to the relatively infrequent nature of epileptic seizures. Usually, the epileptic seizures are detected either using a patient alarm button or by direct observation [4]. The development of ambulatory EEG allowed the characterization of epileptic seizures and seizure-like events at home [5].

Visual seizure detection has not been proven very efficient. Efficient automated seizure detection schemes facilitate the diagnosis of epilepsy and enhance the management of long-term EEG recordings. Since the early days of automatic analysis of epileptic EEG signals, representations based on Fourier transform and parametric methods have been applied [6]. These approaches are based on earlier observations that the epileptic seizures give rise to changes in certain frequency bands, such as δ (0.4–4 Hz), θ (4–8 Hz), α (8–12 Hz), and β (12–30 Hz) bands. Since the nature of epileptic EEG signals is nonstationary and multicomponent, these methods are not suitable for the frequency decomposition of these signals. Time–frequency (t–f) based methods were shown to outperform conventional methods of frequency analysis [7].

In this paper, we address the use of t–f analysis for the determination of EEG segments, which contains epileptic seizures. Our approach is based on the t–f analysis of each EEG segment in order to obtain the power spectrum density (PSD) and extract features from it, which correspond to the fractional energy of windows defined on the t–f plane. Then, the features are fed into an artificial neural network (ANN) that classifies the segment as epileptic or not. Features that depict the distribution of the signal’s energy over the t–f plane have not been previously applied in epileptic seizure detection. The selection of the t–f distribution (TFD) in the first step is crucial for the efficiency of the proposed approach. We report on
short-time Fourier transform (STFT) and 12 different TFDs in three common classification problems.

II. RELATED WORK

Automatic analysis of EEG recordings in the diagnosis of epilepsy started in the early 1970s. Today, computer-based analysis addresses two major problems: 1) interictal event detection (or spike detection) and 2) epileptic seizure analysis [4]. Many algorithms for spike detection have been proposed, including mimetic- and rule-based approaches [8], frequency-domain methods [9], wavelet transforms [10], ANNs [11]–[13], independent component analysis [14], support vector machines [15], data mining [2], template matching [16], and topographic classification [16]–[18]. On the other hand, epileptic seizure analysis refers collectively to methods for: 1) epileptic seizure detection; 2) epileptic seizure prediction; and 3) automatic focus channel identification [3], [4].

Conventional temporal and frequency analysis measures have been used for the detection of epileptic seizures in EEG recordings [19]–[26]. Many works focus on the quantitative characterization of the underlying nonlinear systems based on some evidence of a deterministic value of the EEG dynamics [27], [28]. Complexity measures of the underlying EEG dynamics, such as correlation dimension [29], Lyapunov exponents [26], [30], [31], and Kolmogorov entropy [32], have been proposed. These measures can then be combined with a classifier [19], [21], [24]–[26], [30], [33] to identify the occurrence of seizures.

For seizure detection, t-f methods have also been used [34]. Schiff and coworkers considered a multiresolution analysis of the EEG [35] and pulse amplitude models (PAMs) [36]. Both examined electrocorticogram (ECoG) recordings and found qualitative seizure-related changes; however, no specific detection algorithm was posed. Williams et al. employed reduced interference (RI) distribution for seizure analysis [37]. They noted the presence of preseizure chirps, but did not present specific detection results. Other works reported chirp identification using scalograms and spectrograms [38], and a matched filter approach [39]. Zaveri et al. examined 30-s epochs of data with RI distributions and suggested the instantaneous frequency as a detection feature [40]. Other approaches based on wavelets have also been reported (e.g., [41]).

III. METHODS

A. Time–Frequency Analysis

STFT and various TFDs are used for the t-f analysis [42], [43]. For STFT, the signal \( x(u) \) is prewindowed around a time instant \( t \), and the Fourier transform is calculated for each time instant \( t \)

\[
\text{STFT}(t, f) = \int_{-\infty}^{+\infty} x(\tau) h(\tau - t) e^{-i\tau f} d\tau
\]  

where \( h(t) \) is a short time window. STFT suffers from tradeoff between its window length and its frequency resolution. The TFDs used in our study belong to the Cohen’s class of distributions. Unlike the STFT t-f representation, the Cohen’s class of t-f representations is quadratic

\[
\rho(t, f) = \int_{-\infty}^{+\infty} e^{i2\pi v(u-t)} g(v, \tau) x^*(u) \left( u - \frac{1}{2} \right) d\tau
\]

\[
\times x \left( u + \frac{1}{2} \right) e^{-i2\pi ft} dv du d\tau
\]

where \( t \) is the time, \( f \) is the frequency, \( x(t) \) is the signal, \( x^*(t) \) is its complex conjugate, and \( g(v, \tau) \) is an arbitrary function called kernel, which is different for each TFD. Table I presents the TFDs, which are used in our study along with the corresponding kernels. The most common TFDs that belong to the Cohen’s class have been employed.

A major problem inherit with quadratic TFDs is cross-terms (interference), which is the result of the quadratic nature of transformation. Cross-terms can make the interpretation of the t-f representation difficult. Windowing or smoothing the TFD distribution reduces the influence of the cross-terms.

Some of the TFDs employ a frequency and/or a time smoothing window: Margenau–Hill (MH), Wigner–Ville (WV), and Rihaczek (RIH) distributions do not employ smoothing windows, pseudo-MH (PMH) and pseudo-WV (PWV) employ frequency smoothing windows, while all other employ both frequency and time smoothing windows.

All time and/or frequency smoothing windows were set as Hamming 64-point length windows.
Fig. 1. PSDs calculated for all EEG segments (top figures) using STFT and the TFDs of Table I.

Using t-f analysis, the PSD of the signal is calculated, which represents the distribution of the energy of the signal over the t-f plane. In Fig. 1, the first line of figures presents EEG segments, while all other lines of figures present PSDs generated using STFT (second line of figures) and all TFDs (all other lines of figures).

B. Time–Frequency-Based Feature Extraction

The PSD that is calculated in the previous stage (2) is used to extract several features. A grid is used based on a partition both in the time and the frequency axis. In the time domain, three equal-sized windows were selected while in the frequency domain, the employed partition divided the frequency domain into five subbands; Fig. 2 presents a sample PSD with the analogous grid used for feature extraction.

The frequency subbands, which were defined based on medical knowledge on EEG, are 0–2.5 Hz, 2.5–5.5, 5.5–10.5, 10.5–21.5, and 21.5–43.5 Hz; specific features are expected to be found in certain frequency bands for the EEG segments included in the dataset. The size of the time windows was defined using expert neurologist knowledge, and it is within the range of windows selected in other works [33]. Each feature \( f(i, j) \)

\[
f(i, j) = \int_{t_i} \int_{\omega_j} PSD_x(t, \omega) \, d\omega \, dt \quad (3)
\]

where \( PSD_x \) is the PSD of the signal \( x \) calculated using one of the aforementioned methods, \( t_i \) is the \( i \)th time window, and \( \omega_j \) is the \( j \)th frequency band. The integral in (3) is computed as \( f(i, j) = \sum_{t \in t_i} \sum_{\omega \in \omega_j} PSD_x(t, \omega) \), since \( PSD_x(t, \omega) \) is discrete. Each feature represents the fractional energy of the signal in a specific frequency band and time window; thus, the feature set depicts the distribution of the signal’s energy over the t-f plane. It is expected that the feature set carries sufficient information related to the nonstationary properties of the signal. The total energy of the signal is included as an additional feature. Therefore, each feature set is a 16-element vector \((3 \times 5 + 1)\). Principal component analysis (PCA), using 1% threshold, was employed to reduce the dimension of the feature set [44] resulting in three to four features in all cases.

C. Classification Using ANNs

The calculated features are fed into a feedforward ANN. The architecture of the ANN is \( N \) inputs (\( N \) is the size of the feature vector), one hidden layer with \( 5 \times N \) neurons, and \( K \) outputs (\( K \) is the number of the classes), each of them being a real number in the interval [0, 1]. The units in the hidden layer are sigmoid units with hyperbolic tangent as activation function, while the outputs are linear. Each network is trained using a standard backpropagation algorithm [45]. The architecture of the ANNs was defined heuristically, i.e., experiments related to the number of neurons in the hidden layer were conducted in order to determine the architecture with the best performance [46].

Four other classification schemes, naïve Bayes classifier, decision trees, \( k \)-nearest-neighbors (\( k \)-NNs) and logistic regression were also tested [47].

1) **Naïve Bayes classifier** is based on Bayes theory and assumes that the effect of an attribute value on a given class is independent of the values of the other attributes. This assumption is called class conditional independence.

2) **\( k \)-NN classifier** is based on learning by analogy. Given an unknown sample, it searches the pattern space neighbors that are the closest to the unknown sample. Closeness
is defined in terms of distance. The unknown sample is assigned the most common class among its neighbors.

3) **Decision trees** find explicit and understandable rules-like relationships among the input and output variables using search heuristics. Search heuristics use recursive partitioning algorithms to split the original data into finer subsets. The algorithm has to find the optimum number of splits and determine where to partition the data to maximize the information gain. The fewer the splits, the more explainable the output as there are fewer rules to understand. Decision trees are built of nodes, branches, and leaves that indicate the variables, conditions, and outcomes, respectively. The most predictive variable is placed at the top node of the tree. Specifically, the C4.5 decision tree induction algorithm was employed.

4) **Logistic regression** can be considered a special case of linear regression models. However, the binary response variable violates normality assumptions of the general regression models. A logistic regression model specifies that an appropriate function of the fitted probability of the event is a linear function of the observed values of the available explanatory variable.

### IV. Results

The dataset described in [48] is used for training and evaluation of our approach. The dataset includes five subsets (denoted as Z, O, N, F, and S) each containing 100 single-channel EEG segments of 23.6 s duration. Sets Z and O have been acquired from surface EEG recordings of five healthy volunteers, with eyes open and closed, respectively. Signals in subsets F and N have been measured in seizure-free intervals, from five patients in the epileptogenic zone (F) and from the hippocampal formation of the opposite hemisphere of the brain (N). Subset S contains seizure activity, selected from all recording sites exhibiting ictal activity. Sets Z and O have been recorded extracranially, using standard electrode positioning (according to the international 10–20 system [49]), whereas sets N, F, and S have been recorded intracranially. More specifically, depth electrodes are implanted symmetrically into the hippocampal formation. EEG segments of subsets N and F were taken from all contacts of the relevant depth electrode [48]. In addition, strip electrodes are implanted onto the lateral and basal regions (middle and bottom) of the neocortex. EEG segments of the subsets S were taken from contacts of all electrodes (depth and strip). All EEG signals were recorded with the same 128-channel amplifier system using an average common reference. The data were digitized at 173.61 samples per second using 12 bit resolution, and they have the spectral bandwidth of the acquisition system, which varies from 0.5 to 85 Hz. Typical EEG segments (one from each category of the dataset) are shown in Fig. 1 (first row of figures).

In our analysis, we use the previously described dataset to create three different classification problems to evaluate our method.

1) In the first problem, two classes are examined: normal and seizure. The normal class includes only the Z-type EEG segments while the seizure class includes the S type. Thus, the dataset used for the first classification problem consists of 200 EEG segments.

2) The second classification problem includes three classes: normal, seizure-free, and seizure. The normal class includes the Z-type EEG segments; the seizure-free class includes the F-type EEG segments and the seizure class includes the S type. In the dataset of the second classification problem, 300 EEG segments are included.

3) In the third problem, all five classes are used, including all EEG segments from the previously described dataset (thus 500 EEG segments).

These different problems are examined since the medical interest is different for each one of them and are also the most widely used in the literature (one or more of them is employed in [19]–[26], [28], [30], and [32]). Therefore, we have selected them for the evaluation to be able to compare our approach with other proposed approaches.

The three classification problems, described before, are used to evaluate the proposed method. STFT and all 12 TFDs were tested for each classification problem. These result to a total of 39 different test cases. In order to avoid overfitting phenomena, cross validation was employed. Thus, for each test case, evaluation was performed using a holdout (with 50% split), ten-times random subsampling technique. Thus, for each case, ten ANNs were trained and tested; using half of the data for training (randomly selected) and the remaining for testing, ten confusion matrices were thus obtained. The size of the confusion matrix depends on the classification problem: 2 × 2 for the first classification problem, 3 × 3 for the second, and 5 × 5 for the third. For each of them, results for each class i are presented in terms of sensitivity (Sensi) and selectivity (Sel)

\[
\text{Sensi} = \frac{\text{# of patterns of class } i \text{ classified in class } i}{\text{total # of patterns in class } i} \quad (4)
\]

\[
\text{Sel} = \frac{\text{# of patterns of class } i \text{ classified in class } i}{\text{total # of patterns classified in class } i} \quad (5)
\]

The results obtained in terms of sensitivity and selectivity (shown in Table II), for each classification problem and t-f analysis method, are calculated as the average value of the respective results obtained for each of the ten confusion matrices. STFT presents high Sens and Sel results for the first two problems (99.8% for both average Sens and Sel for all categories in the first classification problem, and 91.8% and 92.0% average Sens and Sel for all categories, respectively, in the second classification problem), while there is a reduction in the classification accuracy in the third classification problem, providing 65.3% average Sens and 66.2% average Sel for all categories. The MH and RIH TFDs, which do not include smoothing windows, present similar results in all classification problems, being much lower than the respective TFDs including time and/or frequency smoothing windows. The WV distribution presents results similar to more complex TFDs, without using smoothing windows. The best results for the first classification problem are obtained using the RI and smooth PWV (SPWV) distributions (100% for both average Sens and Sel), for the second using RI (100% for
both average Sens and Sel) and ZAM (99.9% for both average Sens and Sel), while in the case of the third classification problem, using the RI distribution (89% average Sens and 89.1% average Sel) and generalized rectangular (GRECT) (88.8% average Sens and 88.7% average Sel).

In addition, the classification accuracy (Acc) defined as

\[
\text{Acc} = \frac{\text{# of correctly classified patterns}}{\text{total # of patterns}}
\]

was calculated for the three classification problems and all employed t-f analysis methods. Again, the final Acc, for each classification problem and t-f analysis method, is calculated as the average of the obtained Acc for each one of the ten confusion matrices. The Acc results along with the respective standard deviation are presented in Table III. The number of features that are employed, after the application of PCA, is also presented in Table III. In addition, for each classification problem, overall results have been derived, i.e., for STFT and all TFDs, the minimum and maximum accuracies are calculated as well as the average accuracy and the standard deviation.

V. DISCUSSION

The use of different methods for t-f analysis (STFT and several TFDs) is examined in the detection of epileptic seizures in EEG recordings. Our approach is based on the t-f analysis of the EEG segments, extraction of several features from the PSD of the signal, and classification of the EEG segments using an ANN. The use of various TFDs is evaluated using three different classification problems. The comparison of several different techniques for t-f address the problem of identifying the most appropriate technique to deal with the nonstationarity arising in the EEG signals. To our knowledge, there is no study in the literature either related to t-f analysis and feature extraction, reflecting the energy distribution over the t-f plane, or trying to identify the most appropriate t-f analysis technique, for epileptic seizure detection.

The obtained results indicate high classification ability in epileptic seizure detection. For the first and second classification problems, almost all TFDs present excellent classification accuracy results (95%–100%), except MH and RIH distributions; both of them do not employ smoothing windows, and thus, the cross-terms introduced reduce the quality of the obtained features, and subsequently, the classification accuracy.

Concerning the third classification problem, the results for classification accuracy vary from 54.6% to 89%, again with the TFDs that employ smoothing windows presenting the best results (84.8%–89%). STFT also presented excellent results for the first classification problem (99.8%) and very good results for the second (91.8%), but it had a reduction in the third (65.3%), while WV distribution presents satisfactory results for all three classification problems. TFDs employing both time and frequency smoothing windows indicate the highest performance: 98.8%, 99%, and 87.6% average accuracy for the three classification problems, respectively. A comparison of the obtained
TABLE III

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Classification problems</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Short time Fourier transform</td>
<td>99.8</td>
</tr>
<tr>
<td>Margenau-Hill</td>
<td>69.6</td>
</tr>
<tr>
<td>Wigner-Ville</td>
<td>96.3</td>
</tr>
<tr>
<td>Rihaczek</td>
<td>73.7</td>
</tr>
<tr>
<td>Pseudo Margenau-Hill</td>
<td>95.1</td>
</tr>
<tr>
<td>Pseudo Wigner-Ville</td>
<td>99.0</td>
</tr>
<tr>
<td>Born-Jordan</td>
<td>98.1</td>
</tr>
<tr>
<td>Butterworth</td>
<td>99.8</td>
</tr>
<tr>
<td>Choi-Williams</td>
<td>98.3</td>
</tr>
<tr>
<td>Generalized rectangular</td>
<td>98.1</td>
</tr>
<tr>
<td>Reduced interference</td>
<td>100</td>
</tr>
<tr>
<td>Smoothed pseudo Wigner-Ville</td>
<td>100</td>
</tr>
<tr>
<td>Zhao-Atlas-Marks</td>
<td>98.6</td>
</tr>
</tbody>
</table>

In Fig. 3, the obtained accuracy results for STFT and the TFDs shown in Table I for the three classification problems.

We have compared the results obtained using ANNs with the results obtained by four widely used classification techniques: naïve Bayes classifier, decision trees, k-NNs, and logistic regression. Decision trees were implemented using the C4.5 algorithm. Postpruning was employed using the pessimistic error-rate-based method (subtree replacement). The confidence factor for pruning was set to 0.25 and the minimum number of instances in a leaf was 2. The k-NN classifier was implemented with k = 5 (5-NN). Table IV presents the average accuracy of the ten runs for the features obtained using the RI distribution for all five classifiers. The use of ANNs produces the best results; however, it should be mentioned that ANNs present the highest computational complexity and training time while the 5-NN classifier presents the highest evaluation time.

In Fig. 1, the obtained PSDs for five EEG segments are presented. PSDs obtained from the MH and RIH distributions do not accurately reflect the rhythm changes in the respective signal segments. Especially in the segment belonging to the S category, main frequency changes are vaguely depicted. The same applies to PSDs obtained from the STFT. In WV distribution, the PSD of the S segment has several components corresponding to frequency changes while PSDs obtained from the TFDs employing time and/or frequency smoothing windows more clearly reflect these frequency changes. Especially for TFD employing both time and frequency smoothing windows, the obtained PSDs are quite similar. However, the presence of cross-terms is obvious in several cases, such as in PMH and PWV distributions (sixth and seventh lines of figures in Fig. 1). Thus, the selection of the appropriate TFD is crucial for the improvement of our approach and this depends on the classification problem under discussion. However, TFDs that employ smoothing windows tend to generate feature sets that are able to discriminate among the EEG categories more accurately.

In this study, high-frequency components (over 43.5 Hz) were not measured. The accuracy achieved for all TFDs for the epileptic seizure detection is more than satisfactory and its automated nature also makes it suitable to be used in real clinical conditions. Besides the feasibility of a real-time implementation of the proposed approach, diagnosis can be made more accurate.

FIG. 3. Accuracy results for STFT and the TFDs shown in Table I for the three classification problems.

TABLE IV

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Classification Problems</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Naïve Bayes classifier</td>
<td>88.9</td>
</tr>
<tr>
<td>5-NN</td>
<td>92.8</td>
</tr>
<tr>
<td>Decision tree (C4.5)</td>
<td>94</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>95.6</td>
</tr>
</tbody>
</table>
| ANN                      | 100 | 100 | 89

In Table III, the obtained accuracy results for all classification problems and t-f analysis methods is presented in Fig. 3. Statistical analysis (two-tailed t-test) was performed between the accuracy obtained from the STFT and the accuracy obtained using the reduced interference (RID) for all classification problems. The results indicated a statistical significant difference for the second and third classification problems but not for the first one.
by increasing the number of parameters. A system that may be developed as a result of this study may provide feedback to the experts for the classification of the signals quickly and accurately.

Table V presents a comparison between our approach and other methods proposed in the literature. Only methods that are evaluated using the same dataset are included. The results presented in this paper are the ones obtained using the RI TFD. For the two-class problem, the results obtained from the evaluation of our method are the best presented for the dataset. The difference between our results and all other results proposed in the literature varies from 0.4% to 10%. Concerning the three-class problem, the results obtained from our approach are again the best presented for this dataset, indicating an improvement from 3.21% to 14.1% from other approaches proposed in the literature. However, in the third classification problem, our results are not satisfactory, being almost 89%. This is mainly due to the high misclassification rates between sets Z and O. It should be mentioned that this does not have a major impact on the medical knowledge. Future work will focus on the employment of high-frequency components, such as gamma activity (30–60 Hz), and their importance concerning epileptic seizure detection. Also, alternative techniques (such as autoregressive models) and $t-f$ partitions for feature extraction must be examined. Finally, an extension of the proposed method in order to automatically detect epileptic seizures in long-term EEG recordings, and subsequently, classify them into different epileptic categories will be of high clinical value.
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