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a b s t r a c t

In this paper, we propose a new programmable architecture based on Software Defined Network (SDN)
paradigm for network control functionalities in Internet of Things (IoT) using the Connected Dominating
Sets (CDS). In order to reduce the traffic load and to avoid a single point of failure at the controller
node, we distribute the controllers role by introducing three levels of control: Principal Controller (PC),
Secondary Controller (SC), the Local Controller (LC). The PC has a global view of the network infrastructure
which is not the case of SC where it focuses only on one network technology. The LC acts locally by
managing and relaying signaling messages from ordinary nodes to the SC. In order to select the LC nodes,
we propose a Distributed Local Controller Connected Dominating Set algorithm (DLC-CDS). The DLC-CDS
is a distributed algorithm with single phase and supports the dynamic network topology. The selection
strategy of DLC-CDS is based on an important function named score, which is computed using the fuzzy
logic and it depends on several parameters such as: the connectivity degree, the average link quality, and
the rank. The performance of the proposed DLC-CDS are evaluated and compared with another solution
named Distributed Single Phase-CDS (DSP-CDS) using many scenarios with different parameters: the
node density and the radio range. The obtained results show that the DLC-CDS converges rapidly with
a minimum CDS size compared to a DSP-CDS.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

The Internet of Things (IoT) is a new concept that is promptly
gaining success in the field of modern wireless telecommunica-
tions. The basic concept idea of IoT is the pervasive presence
around us of a variety of smart objects or things through the in-
ternet, which can be considered as Radio-Frequency IDentification
(RFID) tags, sensors, actuators, mobile phones, machines, devices,
vehicles, and people equipped with wired or wireless commu-
nication ability. These smart objects, through unique addressing
schemes, are able to interact with each other and cooperate with
their neighbors to reach common goals [1,2].

The application field is large such as: smart cities, health-care,
intelligent transportation systems, future manufacturing, border
monitoring, etc. [3–7]. The IoT paradigm needs a specialized soft-
warewith networking functionality and IP support, it combines the
dimensions of conceptual and technical orders. From a conceptual
point of view, the IoT characterizes connected physical objects
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having their own digital identity and capable of communicating
with each other [3]. This network creates a gateway between the
physical world and the virtual world. From a technical point of
view, the IoT consists of direct and standardized digital identifi-
cation (IP address, SMTP protocol, http...) of a physical object by
means of a wireless communication system which can be a smart
thing such as RFID, Bluetooth, or WiFi [8]. Many communication
and network technologies are proposed for IoT context without
taking into account coexistence and interoperability.

We distinguish licensed and unlicensed technologies. In the
case of unlicensed technologies and according to applications
context an important number of standards can be used such as:
IEEE802.11 (WiFi), IEEE802.15.1 (Bluetooth), IEEE803.15.3 (UWB),
IEEE802.15.4 (Zigbee, 6lowpan), IEEE802.15.6 (WBAN), etc. In the
case of pervasive communication, licensed technologies are well
adapted such as: LTE-AwithMachine-Type Communication (MTC)
and Device-to-Devices (D2D) communication in 5G. That is why it
is important to propose a hybrid and programmable architecture
able to consider the different technologies’ characteristics, and to
ensure their coexistence.

In this paper, we tackle the heterogeneity of wireless network
technologies in the IoT context by proposing a new hybrid and
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programmable architecture based on Software Defined Network
(SDN) paradigm. The main aim is not only to consider the hetero-
geneity of network technologies, but also to reduce the overhead
related to network control mechanisms. Unlike the classical SDN,
we propose a semi-distributed approach with three control levels:
Principal (PC), Secondary (SC), and Local (LC) controllers.

The PC is located in the network core and it has a global view
of the network infrastructure. On the other hand, SCs are located
in the edge network and focus only on one technology by acting
as controller. Finally, LCs are acting locally in access network by
managing and relaying signaling messages from ordinary nodes
to the SC. In order to select LCs nodes, we propose a new Dis-
tributed Local Controller algorithm (DLC-CDS) based on Connected
Dominating Sets (CDS) and Fuzzy set approaches. The DLC-CDS
algorithm selects the LC nodes using scoring strategy based on
fuzzy set approach considering different parameters such as: the
connectivity degree, the average link quality, and the distance from
the gateway (Secondary controller). Each LC node uses one-hop
neighborhood information and makes a local decision on whether
to join the dominating set, if its score is superior to the other nodes.

Finally, we evaluate the performance of the proposed algorithm
(DLC-CDS) and the scoring function strategy using different scenar-
ios and network parameters. The obtained results are compared to
other existing algorithms like DSP-CDS algorithm [9,10].

The rest of the paper is organized as follows: we present a brief
overview of the existing SDN architectures, and Connected Domi-
nating Set (CDS) algorithms in Section 2. In Section 3, we describe
the proposed hybrid and programmable architecture, its different
modules and their interaction. In Section 4, we present the local
controller selection mechanism used with the DLC-CDS algorithm,
and the key score parameter based on fuzzy set approach. In
Section 5, we discuss and analyze the obtained simulation results
to evaluate the performance of the proposed DLC-CDS selection
mechanism. Finally, the conclusion and futureworks are addressed
in the last section.

2. Related work

In this section, we present a brief overview of SDN-based ar-
chitectures for the Internet of Things (IoT), and then browse the
works focused on Connected Dominating Sets (CDS) algorithms
with different approaches.

2.1. SDN-based architectures for IoT

There is two work researches category for the using of the
SDN-Controller position, which the one is the Unique Central SDN-
Controller proposition class and the second class is for the Multi
SDN-Controller proposition.

The multi SDN-controller proposition class
The SDN has been proposed in the literature as a promising

solution to introduce a flexible solution for it. For instance, the
standardization issues and the impact of SDN on Wireless Sensor
Networks (WSNs) and IoT in terms of deployments is discussed
in [11,12]. In [11], the author presents the introduction of SDN
in WSN and particularly Tiny platform protocol named TinySDN.
The communication protocol between controller and sensor nodes
is described. In [12] TinySDN is proposed as a multiple controller
TinyOS based architecture within the WSN. It defines two main
components: (i) the SDN-enabled sensor node, and (ii) the SDN
controller node. The experimental results of TinySDN are pre-
sented and discussed. However, the description of the communica-
tion between the controllers and the controller selection process is
not present. In addition, TinySDN is based on centralized approach
without any detail about the added value of the routing process
like RPL protocol.

The unique central SDN-controller proposition class
Another work is proposed to extend SDN toWSNs named SDN-

WISE [13–15]. In [13], the authors present a Stateful SDN solution
for WSNs in order to reduce the exchanged information between
the sensor nodes and the SDN controllers. Two kinds of nodes are
defined in the SDN-WISE network: the sensor node running at the
data plane and the sink node which is the gateways between the
sensor nodes and the controller running at the control plane. The
WISE-Visor is defined as the adaptation layer for the management
control.

The improvement of SDN-WISE protocol is proposed in [15] to
reduce overload related to the network control, and to support the
big data processing using MapReduce operation. In [14], the Open
NetworkOperating System (ONOS) is proposed as an enhancement
of theNOS (NetworkOperating System) for IoT. The idea consists in
distributing network OS to manage network operations using SDN
approach. TheONOS solution has been suitably extended to further
improve the recently proposed SDN-WISE platform to support SDN
using the OpenFlow standard in WSN [16].

According to the SDN-WISE proposed architecture [13], it
should be noted that the sensor nodes run operations at data plane,
which exceed their capacity in memory and energy consumption.

On the other hand, knowing that the node sink has different
from the sensor nodes in capacity of resources, it represents just
a gateway between the data plane and the control plane. The SDN-
WISE does not respect the characteristics of the WSN in terms of
the limited resources (process, memory occupancy and consump-
tion of energy). In addition, there is a lack of cooperation between
the controllers in case they run either in same node hosting the TM
layer or in remote servers. Finally, the main proposed SDN-based
architecture is considered as a centralized approach with a single
controller located at Sink or network infrastructure.

2.2. Connected dominating sets (CDS)

The Connected Dominating Set (CDS) or virtual backbone is part
of the graph theory. The CDS of graph G = (V , E) is a subgraph of
Gwhere nodes are connected and dominating others. The size of a
CDS is defined as the number of dominating nodes.

In literature, we distinguish not only twomain CDS approaches:
centralized and distributed, but also algorithms with several
phases or one single phase. In the case of a centralized approach,
the network topology is assumed as available which is not suitable
for some scenarios of mobile wireless networks [17]. However, in
the case of the decentralized approach, the local network informa-
tion is essential. The decision is made in a distributed manner at
each node [9] and [10].

For more details on the classification and performance of the
CDS construction algorithm, a comparison of the major works
related to CDS construction has also been provided in [9]. In this
paper, we focus on the distributed CDS algorithm particularly the
Distributed Single-Phase algorithm (DSP-CDS) [9]. This approach is
suitable for wireless networks.

For the LC node selection in our proposed architecture, we have
used the CDS construction approach with the Distributed local
controller (DLC-CDS) algorithm [18]. It is the efficiency algorithm
for a connected dominating set for the LCnode selection. Compared
to the other distributed algorithms existing in literature, DLC-CDS
is based on the score computation with fuzzy logic method, it is
a main goal to generate a CDS with a minimum delay in different
radio range and node density situations.

3. The proposed architecture

In this section, we describe in detail the proposed hybrid
and pro active architecture based on SDN paradigm with
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semi-decentralized approach for the network control process. This
architecture is hybrid because it is able to support centralized and
semi-distribute approach for the control process. It is described as
proactive because of the capability to make a dynamic decision
about the control process strategy while taking into account the
network characteristics.

In the Internet of Things (IoT) many communication and net-
work technologies exist with different and heterogeneous charac-
teristics: short and long range communication, static and dynamic
topology, low-rate and high-rate communication, with and with-
out energy constraint, licensed andunlicensed communication link
(spectrum), etc. However the coexistence of these technologies and
the network resources management are still challenging issues in
IoT [19,20,5,21].

Using SDN paradigm allows to benefit from the main advan-
tages that are the separation between control and data plans, and
to make the network easy to configure and to deploy. The control
plan has key role in the network, particularly in the resources
management, the admission control, the routing and forwarding
process, etc.

Regarding the data plan focuses only on the content of packets
and their characteristics in terms of resource needs. That is why,
the flexibility and re-configurability of the network are a real added
value in heterogeneous networkswith different characteristics and
needs. Unlike the existing architectures based on SDN paradigm
where the control node is centralized to have an overview of the
network, in the proposed architecturewe introduce different levels
of the control process [22,11,14].

The main idea consists in selecting some particularly nodes to
act as controller at certain parts of the network.We introduce three
control levels: principal controller (PC), secondary controller (SC),
and local controller (LC). The Fig. 1, illustrates an overview of the
proposed architecturewhich is divided into fivemainmodules: (1)
Control module, (2) Data module, (3) Cloud and Fog module, (4)
Security and privacy module, and (5) End-users module. For the
existing interaction between these modules, is shown in Fig. 2.

3.1. Control module

In the controlmodule, we distinguish three types of controllers:
(i) the principal controller (PC), (ii) the secondary controllers (SC)
and the local controllers (LC).

3.1.1. The principal controller (PC)
The PC is a centralized network controller, which presents the

first level of the network control. PC is located in the network
infrastructure and it has an overview of the global network in
terms of network architecture/topology, and different network
parameters. The main roles of the PC are as follows: coordinate
the other controllers (SC, and LC), manage the network resources
while considering the network heterogeneity, and configure the
network. In Fig. 1, the PC is presented by the control server.

3.1.2. The secondary controller (SC)
The SC is the second level of the control which is located at the

edge routers. The SC is acting as intermediate nodes between PC
and Local Controllers (LC) thatmeans that all the control communi-
cation between PC and LC go through SC. On account of their strate-
gic location, SCs are entry points to address different constraints
related to networks and wireless technologies. The SC can play a
key role in the case of heterogeneous networks. For instance, SC can
adapt resource sharing and management strategies (e.g. schedul-
ing policies, routing process) according to different parameters
such as: short and long range communication, with or without
energy constraints, licensed or license-free communication, etc.
In addition, as secondary controllers are close to the end-user or
to sensor nodes this make them a good candidate to host the fog
computing.

3.1.3. The local controller (LC)
The Local Controllers (LCs) nodes are specific nodes of access

networks and their roles consist in relaying and managing the
control messages. For instance, the control messages can be sent
by nodes acting as router with or without mobility [23]. Using
these nodes to send control packets and to communicate with
the gateway (SC nodes), this contributes to reduce the overhead
related to control and signalingmessages. The selection of LC nodes
(Fig. 1) is based on several parameters such as: connectivity degree,
link quality with their neighboring nodes, and their position in the
network topology. In the proposed architecture, we use Connected
Dominating Set (CDS) algorithm to select and choose these nodes.
The selection algorithm is detailed in the section below.

3.2. Data module

Unlike the control module, the data module is responsible for
the management of data plane, according to the SDN paradigm
without carrying about network control and management. How-
ever, the strong link and synergy between data and control (par-
ticularly Principal Controller) modules are necessary to efficiently
manage services at the application layer. The main roles are data
oriented such as: data aggregation, data collection, data analysis
and fusion, decision making and notifications. All these roles can
be ensured by the data server as illustrated in Fig. 1.

Data collection and aggregation
Many applications in IoT require the data collection and ag-

gregation from nodes. In the proposed architecture, the data col-
lection and aggregation strategy is based on the network and
wireless communication constraints. For instance, it is important
to consider the network lifetime by reducing the nodes’ resources
consumption. Other network characteristics need to be considered
such as: bandwidth, overhead, latency, and fault-tolerance.

Data fusion and analysis
The data analysis are set of techniques and methods able to

extract the relevant information from different source nodes. In
the case of data fusion, the used techniques consist in combining
data from different nodes to extract inferences, and to get more
information than if they obtained from a single node (source). In
the proposed architecture, the data analysis process selects the
adapted technique to the application constraints in terms of Qual-
ity of Services (QoS) and energy consumption like delay sensitivity
for real time application.

Decision-making process
This process is a key point in the proposed architecture. It is

based on previous mechanisms (data aggregation/collection, and
data fusion/analysis) and adapted tools to make a relevant deci-
sion. Among different and promising tools that can be used, we
quote learning algorithms and models such as: Markov Decision
Process (MDP), R-learning, and Q-learning [24].

In the proposed architecture, the controllermodule can directly
or indirectly interact with this process to make relevant decisions
like reprogram the network. The idea behind network reprogram-
ming using SDN paradigm is to adapt the control processes to
applications constraints.

3.3. Cloud and fog computing module

This module represents the integration of cloud and fog com-
puting concepts in the proposed architecture. The cloud computing
is a set of connected servers located at core network able to offer
different services from Software as a Services (SaaS) to Infrastruc-
ture as a Services (IaaS).
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Fig. 1. The hybrid and proactive architecture based on SDN paradigm.

Fig. 2. The interaction between the main modules of the proposed architecture.

However, the fog computing is considered as an extension of
cloud computing from the core network to the edge nodes. The fog
computing is hosted at the edge nodes with secondary controllers
(SC) in order to make services close to the end-users. As described
above, the proposed architecture considers different characteris-
tics: heterogeneity of network and communications technologies,
non-centralized approach, flexible interoperability, and scalability.
That iswhy, the fog computing is a good candidate tomake services
more reliable and efficient.

3.4. Security and privacy module

This module is responsible to dynamically manage security and
privacy services. Unlike the existing architectures, the proposed
architecture considers dynamic security services (Confidentiality,
Integrity, Authentication) with different security levels able to
automatically reprogram the network security policy. That is why
the interaction with controller module is necessary to make the
attacks detection more efficient and the reaction to potential at-
tacks appropriate. For instance, firewalls at the edge nodes (SC
controllers) can be dynamically tuned by adding or removing rules
thanks to SDN paradigm. In addition, the trust model is required
and it must be dynamic to track nodes (devices) behaviors [25,26].
For instance, introduce the Blockchain concept in the case of dis-
tributed trust management [27].

3.5. The end-user module

IoT applications have several and heterogeneous end-user pro-
files and requirements which must be considered in the design
of any software architecture. For instance, the end-user can be a
person, machine (hardware), or program (software) with different
requirements and abilities.

In the case of the proposed architecture based on SDNparadigm,
we not only distinguish between different end-user profiles, but
also we consider the evolution of their requirements, and to make
end-user active. This module introduces different methods, tools
that empower users and to allow them to understand, configure,
personalize, and control applications.

4. The local controllers selection using CDS algorithms

In this section, we focus on the part of the network behind gate-
ways (Secondary controllers) and particularly the local controllers
(LC) selection strategy. As described above, LC nodes have an
important role to reduce the network overhead related to control
messages and signaling packets.

We describe the used Connected Dominating Sets (CDS) algo-
rithm to select subset of nodes to act as LC. In addition, we present
the score computationmodel based on fuzzy set approach tomake
the strategy selection adaptable to different scenarios.
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Fig. 3. The flowchart of the DLC-CDS process execution.

4.1. The CDS construction algorithm

We use Distributed Single-Phase (DSP) approach for CDS algo-
rithm. This algorithm gives better performance in terms of delay,
and CDS size [9]. The algorithm starts by giving white color to all
nodes, and then according to the used strategy, some nodes change
their color to black. Only the black nodes create CDS and act as local
controller (LC).

The selection strategy for our proposed solution as called Dis-
tributed Local Controller Connected Dominating Set (DLC-CDS),
is based on several parameters such as: the connectivity degree,
the average neighboring link quality, and the rank with distance
(in terms of hop number) from Secondary Controller (SC). These
parameters are gathered into one parameter named ‘‘score’’ that is
discussed in the next subsection. This algorithm suppose that each
node has a unique ID (NodId) and a sub-set of connected nodes
during the CDS construction has a unique ID (SetID). Three colors
are used to define nodes state: white (for non-dominating nodes),
gray (intermediate step), and black (for dominating node).

We distinguish two main steps: (i) the initial step consists in
identifying and initialization of nodes state. In addition, this step
starts the score computation process in order to give different
weight and importance to nodes according to several parameters
(see the next subsection). (ii) the competition step presents the
decision process where nodes are colored white or black.

The flowchart in Fig. 3 represents the process execution of our
proposed DLC-CDS algorithm, This diagrammatic representation
illustrates a solution model of the selection strategy of the LCs
nodes in the control module.

Initialization step
This step considers that all nodes are white and their score

value is invalid (not available). Moreover, at this step the number
of sub-set network is the same number of nodes in the network.
Therefore, the identity of each sub-set (SetID) is the same on each
node (NodID).

Algorithm 1: Initial step: All nodes are white
Input : Score,i, N
Output: NodID, SetID, Color

1 N is a set of nodes
2 foreach i ∈ N do
3 i.node← NodID
4 Net ← SetID
5 if (i.Score← InvalidScore) then
6 i.Color ← white
7 SetID← NodID
8 end
9 end

Network parameters assessment step
In this step, each node computes and assesses at least three im-

portant network parameters: (i) the connectivity degree (Deg) that
presents the number of direct neighboring nodes, the average link
quality index (LQI) with these nodes, and the Rank that represents
the distance (in terms of hop number) from the gateway (Rank).
According to these network parameters the ‘‘Score’’ is computed
using the proposed fuzzy model (detailed in the next subsection).

Competition and decision making step
In this step, each node computes its score according to the

network parameters evaluated in the previous step. In order to
make decisions about the node status, we distinguish two main
algorithms: Algorithm 2 and Algorithm 3 running at sender and
receiver nodes respectively.

In the case of the sender node (Algorithm 2), after it computes
its score and compare it with non-black neighboring nodes then it
makes decision about its color status. If the color becomes black
then it broadcasts the message to its neighboring nodes with
updated parameters: NodID, SetID, Color, and Score.

In the case of black or gray receiver node, if it receives packet
from black nodes with greater SetID then receiver updates its
SetID (belongs to the same sub-set with the receiver as master).
However, in the case of white receiver node, it updates its SetID
and it changes its color to gray as described in the Algorithm 3.

Algorithm 2: Competition step at sender node i
Input : Score,NodID, SetID, i, neighbors(i)
Output: State decision of change Color nodes

1 foreach node i ∈ N do
2 Score(i)← ComputeScore()
3 if (Score(i) ̸= 0) and (i.Color ̸= black) then
4 foreach k ∈ non-black-neighbor(i) do
5 S ←MaxScore(k)
6 if (Score(i) > S) then
7 i.Color ← black
8 SetID = NodID
9 Broadcast(SetID,NodID, Score)

10 end
11 end
12 end
13 end

4.2. The score computation model

This subsection presents the proposed score computation
model based on fuzzy set approach. As described above, the score
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Algorithm 3: Competition step at receiver node j
Input : SetID, NodID, Color, j
Output: A connected dominated set with black node

1 foreach Node j receives packet from black node i do
2 if ((j.Color = black)OR(j.Color = gray))and(i.SetID >

j.SetID) then
3 j.SetID = i.SetID
4 else
5 if (j.Color = white) then
6 j.SetID = i.SetID
7 j.Color ← gray
8 end
9 end

10 end

Fig. 4. The fuzzy logic approach for computation score: 3 inputs, 1 output, and 27
rules.

is an important parameter to create the CDS and to select the LC
nodes. This depends on three key parameters: (i) Deg(i), (ii) LQI(i),
and (iii) the Rank(i). However, the appropriate function (f ) ability
to combine these parameters is needed.

Score(i) = f (Deg(i), LQI(i), Rank(i)); ∀i ∈ N (1)

We introduce the fuzzy logic controller to combine these param-
eters. Two major steps are needed to develop the fuzzy logic
controller: (i) the one step defines membership functions for each
input/output parameters, (ii) design the fuzzy rules.

We design a new system illustrated in Fig. 4 that has three
input membership functions Deg(i), LQI(i) and Rank(i), and the
one output membership function of Score(i). The input and out-
put membership functions take three linguistic values: Minimum,
Average and Maximum as presented in Table 1.

In order to get maximum score of nodes, we consider the
network topology with themaximum connectivity degree, the link
performance with the maximum Link Quality Index (LQI), and the
distance from the gateway with the minimum rank. These mem-
bership functions (see below), define the fuzzy sets to input and
output in the general inference rules (27 rules). These function is
considered asweighting factors to determine their influence on the
output sets.

4.2.1. The membership functions of fuzzification
In our proposed solution, the fuzzy logic controller uses three

input parameters: Deg(i), (LQI) and Rank(i) as described and

Table 1
Fl input and output membership values.

Input and output membership Linguistic variables

Input 1: Connectivity degree Maximum (MaxDeg)
Average (AvgDegr)
Minimum (MinDegr)

Input 2: Link Quality Indicator Maximum (MaxLQI)
Average (AvgLQI)
Minimum (MinLQI)

Input 3: The Rank Maximum (MaxRank)
Average (AvgRank)
Minimum (MinRank)

Output: The Score Maximum (MaxScore)
Average (AvgScore)
Minimum (MinScore)

computed below. We used the trapeze trapmf membership func-
tion for the input parameters, which are defined as follow:

• The Deg(i): It is the input 1 membership of FL, which is the
number of neighbor nodes. It must be maximized to satisfy
the choice of the LC node in the network topology.
• (LQI(i)): The membership function of the link quality index,

is a measurement of the quality of the received frame as de-
fined by IEEE 802.15.4 standard and the relative calculate of
the LQI value is the RSSI (received signal strength indicator)
value.
• (Rank(i)): Themembership function for Rank parameter, it is

computed by the rank of the parent obtained as part of the
neighbor node information.

4.2.2. The inference system
The fuzzy inference engine evaluates the control rules stored

in the fuzzy rule base. We defined twenty seven rules using the
centroid method [28] to process for the output membership func-
tion of score(i). The principle of fuzzy rule is to express the knowl-
edge with the conditional statements If -Then (−Else), for instance:
If (Deg(i)) is maximum AND (LQI(i) is maximum AND (Rank(i) is
minimum) Then score of node (Score(i) ismaximum.

4.2.3. The output followship score-defuzzification
To get a finite number of the Score(i) function, we need to go

through the defuzzification process, there are many ways to do
this as detailed in [28]. The most common is the Gaussian method,
which is used in our case of score evaluation. In the final step of
FL, the membership output with defuzzification results, we will
have a maximum value of the Score(i), which is used in the CDS
construction algorithm (Section 4).

Remember that the maximum score indicates the better choice
of the dominator node (black node).

5. Performance evaluation

In this section, we conduct numerical studies in two parts of the
simulation for the LCs selection strategy with DLC-CDS algorithm.
The first one, evaluates the score function with the fuzzy logic
approach and the second one evaluates the DLC-CDS algorithm
under different parameters.

5.1. The first part of the score evaluation

In this first part of simulation, we present the evaluation of
the score computation with the fuzzy logic approach. In order to
evaluate the impact of the input parameters on the score function,
they are presented in different scenarios as depicted in Table 2 and
described in the subsection below.
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Table 2
Fuzzy scenarios for network score computation.

RulesInput/Output Degree LQI Rank Score

Scenario 1 Average Minimum Minimum Minimum
Senario 2 Maximum Minimum Average Average
Senario 3 Maximum Maximum Minimum Maximum

5.1.1. Simulation setup of the fuzzy logic approach
To evaluate the score function as presented with Eq. (1), we

have used the MATLAB simulator with the simulation parameters
as follows: The nodes are randomly deployed in a network contain-
ing 49 nodes and one gateway node. All these nodes are gathered
in a 100 × 100 network. The radio range R = 10 is used in all
simulations for each node with a node density p = 0.04 for the
same configuration of network topology.

In this simulation, we compute firstly the three parameters of
Deg(i), LQI(i) and Rank(i).Which are exploited in the second step as
an input parameters in the fuzzy systempresented in the following
subsection. We carried the obtained parameters of Deg(i), LQI(i)
and the Rank(i), as a three input membership function to evaluate
the Score(i) function.

Both the input and the output variables take three linguistic val-
ues: maximum, Average, minimum. We used three scenarios that
are summarized in Table 2, as an evaluation reference among the
twenty seven rules implemented in the FL controller.Wevaried the
Deg(i) and LQI(i) parameters for each linguistic value (Maximum,
Average) to respect in order the Rank(i) for each scenario. Themain
objective of these scenarios is to evaluate and obtain a finite value
to the Score(i).

5.1.2. The score function performance
The obtained simulation results are plotted in Fig. 5 which

shows the score function, behavior with different parameters such
as:Deg(i), LQI(i) and Rank(i). We remark that the maximum score
value is reached when both parameters: connectivity degree and
link quality index are varied towards the maximum values, and
with the fixed minimum rank, otherwise the minimum and the
average score level depends on the minimum of Link quality,
average connectivity degree and with the minimum rank. Despite
that the rank is with the minimum value, it should be noted that
there is an impact on the connectivity degree on the link quality
index.

In this simulation results the score increase to take the max-
imum values in the set of {8,9,10} and the MaxScore(i) = 10. For
the maximum value of the score, it is very interesting to choose an
LC nodes with more neighbors nodes (MaxDeg(i)) for the control
process, with the best link of quality and near to the gateway node
(SC). Then strongly, the results of this scenario illustrates the good
results in terms of the local controller selectionwith themaximum
score values obtained in the set range of 8, 9, 10.

In the final step we have introduced the maximum score value
in the DLC-CDS algorithm indicated in the Section 4 and to make
an extensive network simulation for the LC node creation, which is
presented in the following subsection.

5.2. The second part of DLC-CDS evaluation

In this part, we have run as many simulations as required to
evaluate the performance of DLC-CDS algorithm under different
parameters. A comparison of the proposed solution of DLC-CDS
with the DSP-CDS algorithm is also performed in this subsection
using the Matlab simulator.

5.2.1. The simulation setup of DLC-CDS
The simulation models a network with N nodes randomly de-

ployed in a square area with length L varied from 40 m to 120 m

Fig. 5. The fuzzy simulation for score computation.

and the radio range R equally assumed to be R= 10 for each node
and varied in the different simulation scenarios. For the number of
nodes N = L × L × ρ, which ρ is the node density as defined the
average number of nodes in the unit area. The detailed scenarios
and simulation parameters are summarized in Table 3.

We considered four different scenarios (Table 3) with setting
parameters as described below to evaluate the DLC-CDS algorithm.
The comparison between theDSP-CDS algorithmand our proposed
solution of DLC-CDS is introduced in this subsection.

Scenario 1
In this scenario, we carried out a comparison between the DLC-

CDS and DSP-CDS methods to evaluate the CDS-Size performance
metric. For this simulation, we considered the network with the
variation of nodes from 48 to 576 and uses the fixed radio range
R = 10. We varied the node density (p) with 0.03 and 0.04 values.

Scenario 2
In this scenario, we used the same network configuration as

introduced in the scenario 1 in different to fix the node density
p = 0.04 and to vary the radio range with R = 10 and R = 18.
Another performance evaluation, a comparison of CDS-Size metric
is studied in this scenario between the DLC-CDS and DSP-CDS
methods.

Scenario 3
In this scenario, we evaluate our proposed solution of the DLC-

CDS method to vary the node density p from 0.02 to 0.09 and with
fixed the radio range R = 10.

Scenario 4
In this case of scenario simulation, the network configuration is

fixedwithN = 864 nodes and varied the radio range from10 to 18.
In this scenario, we evaluate the performance of DLC-CDS in terms
of CDS-Size performancemetric under the node density p variation
from 0.02 to 0.06.

5.2.2. Simulation parameters of DLC-CDS
We have used two important parameters of the DLC-CDS sim-

ulation, the node density (ρ) and the Radio Range (R) as described
below.

Node density (ρ)
This is an important parameter influencing the network con-

nectivity, it determines the number of neighboring nodes within
the node transmission range. In order to increase the node density
in the network, we target the network density. Each node in the
competition can decide to become a dominator (LC), if it has a
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Table 3
Simulation parameters of DLC-CDS.

Network scenario Number of node (N) Node density (ρ) Network length (L) Radio range (R)

Scenario 1 48 to 576 0.03, 0.04 40 to 120 10
Senario 2 64 to 576 0.04 40 to 120 10, 18
Senario 3 32 to 1296 0.02 to 0.09 40 to 120 10
Senario 4 864 0.02 to 0.06 120 10 to 20

(a) Scenario 1: The impact of the nodes density p. (b) Scenario 2: The impact of the radio range (R).

Fig. 6. The CDS size versus network length L (m).

maximum number of neighbors with the higher node density in
the network area.

On the other hand, the nodewith themaximum score value has
a greater chance to become a dominator to covermore neighboring
nodes and share the same SetID. Each new dominator will try to
cover a new area of the networkwith a fixed radio range R. For that
reason, the CDS size should be mainly determined by the network
size and depends on the node density.

Radio range (R)
In our proposed algorithm (DLC-CDS), we introduce the radio

range as the second important parameter, it has an effect on the
node density. Indeed, if the radio range for each node increases,
the node can have more neighbors that may increase their degree
of connectivity.

In our simulation, we change the radio range to evaluate the
performance of the DLC-CDS algorithm. In this paper, we propose
to change the radio range in simulation scenarios 2 and 4, to target
the degree of connectivity of the node. The relative node density is
π × R2

× ρ, when the radio range is fixed, for example if it is at 18
and if the node density ρ = 0.01, the relative node density equals
10.17.

In this manner, the radio range and the node density have one
to one correspondence and impact on the size of the CDS in the
network area. By increasing the radio range, we have refined DLC-
CDS performance evaluation compared to the DSP-CDS algorithm
in terms of CDS-Size.

5.2.3. The performance metrics
In this subsection, we present the performance evaluation of

the proposed DLC-CDS method with the performance metric. The
comparison scenarios with the existingmethods [9] are performed
according to the CDS-size performance metric under different pa-
rameters as presented in Table 3.

All the simulationswe carried out in this study (implementation
and performance evaluation) show the effect of the radio range (R)
and the node’s density (p) parameters of the CDS construction on
the network.

One metric of the CDS-size is used to evaluate the DLC-CDS
performance in order to make a comparison with the DSP-CDS and
the other distributed algorithms. The scenarios of simulation take
place in several iterations (rounds), so at each iteration the node
decides to change its color according to the value of the score and
its neighboring nodes.

The CDS-size performance metric
Regarding all simulations, we used the evaluation metric of the

CDS-Size for the performance evaluation of the DLC-CDS method.
The CDS-Size is the number of the connected dominators nodes,
which can be constructed the Connected Dominating Set (CDS) in
the network.

5.2.4. The simulation results
In this section, we evaluate our proposed algorithm (DLC-CDS)

through different simulation results and to compare the perfor-
mance in terms CDS-Size of both algorithms: DLC-CDS, and the
second algorithm [9] (DSP-CDS). The Fig. 6(a) and (b) present by
order the results of the scenario 1 and scenario 2, to compare the
performance of the DLC-CDS and DSP-CDS algorithms in terms of
CDS-Size. For Figs. 7 and 8 present the results of the scenario 3 and
scenario 4, which show the impact of the node density p and radio
range R on the performance of DLC-CDS in terms of CDS Size.

The impact of the node density (ρ)
Fig. 6(a) illustrates the comparison between the DLC-CDS and

the DSP-CDS algorithms. It shows that the DLC-CDS outperforms
the DSP-CDS with a difference of 64% in terms of CDS size. This
difference between both algorithms is caused by the selection
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Fig. 7. Scenario 3: The impact of the nodes density p on the CDS-Size generated by
DLC-CDS algorithm.

strategy of the black nodes (Dominators) specified by each algo-
rithm.

The selection strategy of DSP-CDS algorithm is based only on
the connectivity degree parameter, which offers the chance to all
nodes with a higher degree to become dominators (black nodes).
For the DLC-CDS algorithm, an additional constraint is added fuzzy
logic technique: the nodes with a mediocre LQI performance are
eliminated. Thus, the LQI has an impact on the selection strategy
of the dominator in the network area.

For the DLC-CDS algorithm,we remark that for the performance
of DLC-CDS, there is a difference of 12% of CDS Size generated in the
network with the variation of node’s density (0.03 and 0.04). This
is due to the impact of the node’s density on the LQI constraint,
when the node’s density increases, the probability to get collision
increase too and this can negatively impact the LQI .

The Fig. 7 really illustrates the impact of the node’s density
on the CDS Size, when the node’s density increases the CDS Size
increases. The result of this scenario presents the network’s density
when the neighboring nodes increase by the increasing of the node
density.

The impact of the radio range (R)
In the radio range simulations, Figs. 6(b) and 8 show that the

CDS-Size generated by the DLC-CDS are less than that generated
by the DSP-CDS with the difference of 63%. When the radio range
increases, there will be nodes with a higher connectivity degree
(Deg), due to the neighborhood density. For this reason, the LQI
presents the important parameter which decreases the CDS-Size
with DLC-CDS algorithm, when some nodes with mediocre LQI are
eliminated.

When the radio range is increased there are more neighbors,
which implies that the LQI decreases and as a result to get a
minimum CDS. The Fig. 6(b) confirms that, if the LQI decreases
due to the increase of the radio range and if the communication
resources can be shared with all the neighbor nodes, there are
more collisions that will bring about a decrease in the performance
link.

6. Conclusion

In this paper, we propose a new hybrid and programmable
architecture based on Software Defined Network (SDN). The dif-
ferent modules and software component of this architecture are

Fig. 8. Scenario 4: The impact of the nodes density on the CDS-Size generated by
DLC-CDS algorithm.

described and detailed. In order tomake the proposed architecture
adaptable to different network technologies, we introduce three
levels of controls: principal, secondary, and local controllers. We
focus on the local controllers (LCs) selection using two approaches:
Connected Dominating Set (CDS) and fuzzy set. The distributed
CDS algorithmwith single phase (DLC-CDS) is used with an impor-
tant function named score to select LCs nodes. The Score function
depends on several parameters such as: the connectivity degree,
the average link quality, and the rank which is the distance from
the gateway (secondary controllers). In order to aggregate these
parameters and to compute the Score function, we used a fuzzy
logic approach. The performance evaluation of the Score function is
proposed throughout network simulation. The DLC-CDS algorithm
is implementedusing the score function to construct the connected
dominators acting as Local Controller (LC). The DLC-CDS outper-
forms the DSP-CDS by reducing the CDS size around 40% in the
case of high nodes’ density. In the case of different radio range,
the simulation results show that the proposed algorithm improves
by 36% of CDS size compared to DLC-CDS. The obtained results
show the importance of the proposed model and its sensitivity to
the different network. As future works, we plan to develop other
modules of the proposed architecture and to make extensive net-
work simulation with another parameters of security and quality
of service (QoS).
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