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This research studies the risk prediction of hospital readmissions using metaheuristic and data mining
approaches. This is a critical issue in the U.S. healthcare system because a large percentage of preventable
hospital readmissions derive from a low quality of care during patients’ stays in the hospital as well as
poor arrangement of the discharge process. To reduce the number of hospital readmissions, the
Centers for Medicare and Medicaid Services has launched a readmission penalty program in which
hospitals receive reduced reimbursement for high readmission rates for Medicare beneficiaries. In the
current practice, patient readmission risk is widely assessed by evaluating a LACE score including length
of stay (L), acuity level of admission (A), comorbidity condition (C), and use of emergency rooms (E).
However, the LACE threshold classifying high- and low-risk readmitted patients is set up by clinic prac-
titioners based on specific circumstances and experiences. This research proposed various data mining
approaches to identify the risk group of a particular patient, including neural network model, random for-
est (RF) algorithm, and the hybrid model of swarm intelligence heuristic and support vector machine
(SVM). The proposed neural network algorithm, the RF and the SVM classifiers are used to model patients’
characteristics, such as their ages, insurance payers, medication risks, etc. Experiments are conducted to
compare the performance of the proposed models with previous research. Experimental results indicate
that the proposed prediction SVM model with particle swarm parameter tuning outperforms other algo-
rithms and achieves 78.4% on overall prediction accuracy, 97.3% on sensitivity. The high sensitivity shows
its strength in correctly identifying readmitted patients. The outcome of this research will help reduce
overall hospital readmission rates and allow hospitals to utilize their resources more efficiently to
enhance interventions for high-risk patients.

� 2015 Elsevier Ltd. All rights reserved.
1. Introduction

Healthcare has become one of the largest industries globally,
and as such, it consumes a large amount of resources. In recent
years hospital readmission has become a major topic of discussion
in the U.S. healthcare system due to significant unnecessary costs
associated with it. In 2004 about one-fifth of the Medicare benefi-
ciaries were readmitted to hospitals within 30 days of discharge. It
was estimated that the unplanned readmission of Medicare
patients cost $17.4 billion (Jencks, Williams, & Coleman, 2009).
Many of the preventable readmissions were related to low quality
of care during patient stays in the hospital, as well as to poor
arrangement of the discharge process (Malnick, Balla, &
Schattner, 2008). Hospital readmission rate is thus recognized as
a quality indicator of inpatient care for which effective, preventa-
tive interventions can be implemented (Hasan et al., 2010). The
Centers for Medicare and Medicaid Services (CMS) has launched
a readmission payment reduction program in which hospitals are
financially penalized when Medicare patients are rehospitalized
within 30 days of discharge (Centers for Medicare & Medicaid
Services, 2012a). Thus, it is advantageous for hospitals to reduce
their readmission rates by using effective and efficient interven-
tions during patient stays and the discharge process. Currently,
the finalized readmission penalty program focuses on acute
myocardial infarction (AMI), heart failure (HF), and pneumonia
(PN) since the readmissions from these diagnoses are more
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common, expensive, and preventable (Centers for Medicare &
Medicaid Services, 2012c; QualityNet, 2012). Various interventions
are implemented to reduce readmission rates, including enhanced
education for patients during the discharge process, medication
reconciliation, follow-ups, etc. (Koehler et al., 2009).

Considering that healthcare resources (including physicians,
nurses, and other medical resources) are very costly and limited,
it is impractical and inappropriate for hospitals to provide equal
efforts and interventions for all patients. Therefore, a prediction
model that can be used to identify high-risk patients in advance
could greatly benefit healthcare providers by enabling them to tar-
get resources on risky patients and, by extension, reduce the over-
all readmission rate (Centers for Medicare & Medicaid Services,
2012b). Once a particular patient is identified as high-risk, inten-
sive interventions can be made to prevent a potential readmission.
To corroborate this, one study found that tele-monitoring high-risk
patients and corresponding private health plans enabled a 15%
reduction in readmissions at a home healthcare facility (Minott,
2008).

However, the process of identifying patients who are very likely
to be readmitted within 30 days of discharge is very difficult based
on clinical expertise. This is due to the complex causes of readmis-
sion, such as a patient’s health condition, quality of inpatient care
and social determinants. Therefore, the objective of this research is
to model the readmission patterns appropriately to predict the
likelihood of readmission accurately. To describe the implicit pat-
terns that lead to readmission and non-readmission, there are
two clusters of approaches: analytical modeling and data mining.
Since the readmission patterns, i.e. the relationship between pre-
dictors and dependent variables, are unknown, it is impractical
to build an analytical model for accurate pattern description.
However, historical data provides good evidence of those implicit
patterns. Consequently, researchers proposed the concept and var-
ious algorithms of data mining and machine learning to capture
hidden patterns from data.

Risk assessment models have been proposed to address the
readmission problem for patients with various conditions such as
general medicine patients and stroke and heart failure patients.
In this research, the readmission rate of HF patients in a commu-
nity hospital is studied. The majority of past research in hospital
readmission used cohort study, logistic regression, and scoring sys-
tems to address the problem (Ross, Mulvey, & Stauffer, 2008). In
general, existing risk-prediction models of hospital readmission
perform poorly, according to the review research conducted by
the Department of Veterans Affairs in 2011 (Kansagara,
Englander, & Salanitro, 2011).

In this study, classification models that use neural networks,
random forest (RF) and support vector machines (SVM) are pro-
posed to predict the readmission risk of a particular HF patient.
The remainder of this paper is structured as follows: Section 2 dis-
cusses the related literature in risk prediction modeling, especially
those applied to assess patients’ readmission risks. Proposed
methodologies are described in Section 3; in Section 4, experi-
ments are conducted to train and test those classification models,
and the result analyses are discussed to compare the quality of
those classifiers. Finally, the summary of this research and future
work are addressed in Section 5.
2. Literature review

Risk-prediction models are broadly implemented in clinical and
medical fields to support diagnostic decision-making. These
include risk-prediction models for the risk assessment of breast
cancer, type 2 diabetes, cardiovascular disease, and mortality for
critically-ill hospitalized adults, as well as many others
(Lindstrom & Tuomilehto, 2003; Siontis, Tzoulaki, Siontis, &
Ioannidis, 2012). There are two types of risk-prediction models
regarding breast cancer: identifying the risk that a patient will
develop breast cancer over a certain time period and estimating
the probability that a breast cancer-related gene mutation will
occur in an individual (Claus, Risch, & Thompson, 1994;
Parmigiani, Berry, & Aguilar, 1998). According to the
risk-assessment results, a high-risk patient will be referred to
intensive interventions and attention (e.g. screening and counsel-
ing) to prevent potential breast cancer. These models can help
reduce the mortality rate among high-risk patients and can control
the cost and complications for low-risk patients (Domchek et al.,
2003). Noticeably, data-driven machine learning algorithms have
been introduced into various medical decision-support domains,
including cancer diagnosis (Mukti & Ahmed, 2013; Nahar, Imam,
Tickle, Ali, & Chen, 2012; Zheng, Yoon, & Lam, 2014), cardiovascu-
lar abnormality detections (Sufi & Khalil, 2011), risk prediction
(Siontis et al., 2012), etc. Data-oriented risk-prediction models
have become effective tools that help medical decision-making
and offer a number of benefits to both healthcare providers and
patients.

As an important quality indicator of healthcare services, the
high hospital readmission rate has attracted increasing attention
and effort from the government, healthcare institutions, insurance
payers and patients. Risk-prediction models can help prevent
avoidable readmissions and eventually reduce the overall readmis-
sion rate. Various methodologies and techniques have been used to
develop risk-prediction models for hospital readmission. A brief
overview of the previous studies in readmission prediction is pre-
sented in Table 1.

Among the proposed methods, a cohort study and statistical
models such as logistic regression and Cox proportional hazards
regression, are the most common methods to identify risk factors.
After those are used, weighted scoring systems are developed to
measure the readmission risk of patients based on significant risk
factors (Hasan et al., 2010; Whitlock et al., 2011). Cohort studies
are commonly used in clinical areas in which groups are tracked
from risk factor (exposure) to disease (outcome) in order to iden-
tify the correlation between them. As a longitudinal study, the
exposure-disease association is determined with a higher quality
and less bias. However, in a cohort study, it is expensive and diffi-
cult to achieve a high degree of similarity in the control group and
to compensate for class imbalance in real cases (Grimes & Schulz,
2002; The Himmelfarb Health Sciences Library, 2011). In addition,
logistic regression is a popular classification approach, especially
when the outcome is binary. As one of the risk-prediction models,
the LACE score has already been implemented in some hospitals. It
is developed to predict unplanned readmission and mortality
based on a prospective cohort study. This index considers four
independent variables, including length of stay (L), acuity level of
admission (A), comorbidity condition (C), and use of emergency
rooms (E). A LACE score has been developed to evaluate and assess
the patient readmission risk based on the LACE index assuming the
linear relationship among the four variables. For instance, a LACE
score can be obtained by summing up the values of those four vari-
ables (van Walraven et al., 2010). A threshold is set up to deter-
mine patient readmission risk based on clinics’ specific
circumstances to classify patients into different risk groups.

The risk-prediction models listed above employ different vari-
ables and target different diagnosis-related groups (DRGs).
However, considering the ease of implementation and the diffi-
culty of collecting medical and healthcare data, a model with fewer
variables is more applicable. In general, those models are not cap-
able of providing an accurate prediction of the readmission risk of a
particular patient. Some perform poorly with an accuracy of less
than 50%, and very few of them can predict correctly in over 70%



Table 1
Research map to match between research areas and approaches in the context of patient readmission predictions.

Condition Sample size Attributes Main methodology Readmission
length

Anderson and
Steinberg (1985)

All except end stage renal disease 270,226 10 Logistic regression 60 days

Smith et al. (1985) All 1,506 5 Multivariate analysis 90 days
Holloway et al. (1990) Veteran 2970 14 Logistic regression 30 days
Boult et al. (1993) P70 yrs 2176 8 Logistic regression 4 years
Thomas (1996) 12 conditions 1163–14,590 4 Logistic regression 15/30/60/

90 days
Philbin and DiSalvo

(1999)
CHF 42,731 12 Logistic regression 30 days

Krumholz et al.
(2000)

HF 2176 4 Cox proportional hazard model 6 months

Morrissey et al.
(2003)

All 1219 – Logistic regression 12 months

Billings et al. (2006) All – 21 Logistic regression 12 months
Bottle et al. (2006) Emergency admission 2,895,234 12 Logistic regression 12 months
Halfon et al. (2006) All 131,809 P3 Poisson regression 30 days
Novotny and

Anderson (2008)
All 1077 8 Probability of repeated admission 41 days

Silverstein et al.
(2008)

All 29,292 16 Logistic regression 30 days

Howell et al. (2009) Chronic disease 3129 8 Logistic regression 12 months
Amarasingham et al.

(2010)
HF 1372 29 Logistic regression 30 days

Hasan et al. (2010) All 10,946 18 Logistic regression 30 days
van Walraven et al.

(2010)
All 1,004,812 4 Logistic regression 30 days

Allaudeen et al.
(2011)

P65 159 8 Probability of repeated admission 30 days

Hammill et al. (2011) HF 24,163 36 Generalized linear regression 30 days
Grafa et al. (2012) P75 and discharged from ED 345 6 and 5 Identification of senior at risk (ISAR)/triage risk

stratification tool (TRST)
1/3/6/
12 months

Kociol et al. (2012) ST-segment elevation myocardial
infarction (STEMI)

5745 – Logistic regression 30 days

Kramer et al. (2012) Intensive care unit 229,375 27 Logistic regression 30 days
Dharmarajan et al.

(2013)
HF, AMI, and PN 1,330,157/548,834/

1,168,624
3 Logistic regression and Cox proportional hazard

model
30 days

Garrison et al. (2013) Family medicine patients 276 11 Logistic regression 30 days
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of cases (Kansagara et al., 2011). Additionally, most models use sta-
tistical approaches, including logistic regression and Cox propor-
tional hazards regression.

Therefore, other approaches for risk prediction, such as data
mining and machine learning, can be utilized to achieve a better
performance. Jeejeebhoy et al. (2015) utilized the logistic regres-
sion model to predict patient readmission risks after 30 days of dis-
charge with nutritional assessment. Another logistic regression
model was developed with elastic net regularization to extract
patient features automatically and predict the patient readmission
risk (Tran et al., 2014). Their main contribution is that the predic-
tion accuracy was maintained with feature reductions, which is
important for the large volume of healthcare data. Braga, Portela,
Santos, and Rua (2014) utilized a support vector machine, decision
trees and naive Bayes models to predict patients’ readmission into
intensive care units. In this research, an oversampling method was
used to tackle the issues of imbalanced patient readmission data
sets. It showed that the best accuracy can be achieved by the naive
Bayes model with a precision of 98.91%. Classification is an impor-
tant branch of data mining that learns the relationships between
attributes and targets in data sets. There are two potential risk
groups in this research, high and low readmission risk, which
makes this a traditional binary classification problem. To address
this problem, instances from both classes are used in the training
process in order to identify the characteristics of each class or to
find the hyperplane that can separate the two classes. According
to the classification results, hospitals can identify high-risk
patients and focus their resources to reduce readmissions.
3. Proposed methodology

3.1. Data description

A data set derived from medical records is used to study the
implicit regularities in hospital readmissions of HF patients.
There is a total of 1641 instances, and 316 of them are readmitted
to hospitals within 30 days of discharge. In this dataset, there are
nine attributes as presented in Table 2. Various nominal attribute
values are indexed by the numeric values for predictive model
preferences. For instance, MS-DRG codes are composed of heart
failure and shock (HFS) with major comorbidity conditions
(MCC), HFS with comorbidity conditions (CC) and HFS without
MCC/CC. More detailed attribute distributions and statistical anal-
ysis are further shown in Fig. 1. It is noted that 21.63% of the total
records come from readmitted patients, which indicates the imbal-
ance property of the data set. The data set is separated randomly
into training and testing set to validate the proposed
methodologies.
3.2. Data preprocessing

The objective of this research is to predict the readmission risk
of a particular patient by identifying the right categories. Since
there are two class labels, low-risk and high-risk, this is a binary
classification problem. Due to the low prevalence of HF readmis-
sions, which is about 20%, this is a class imbalance problem.



Table 2
An overview of input attributes.

Attribute name Type Value/range

Patient age Ordinal [19,101]
Length of stay (L) Ordinal [0,7] days
Admission acuity (A) Nominal Acute/non-acute
Comorbidity index score (C) Ordinal [0,5]
Use of ED (E) Ordinal [0,4]
Gender Nominal Male/Female
Patient readmission risk Nominal High-risk/low-risk
MS-DRG Code Nominal 291-HFS with MCC

292-HFS with CC
293-HFS without CC/MCC

Insurance payer Nominal Commercial indemnity insurance
Free
Government
HMO – Medicare
HMO/PHSP Medicaid
HMO/PHSP other
Medicaid
Medicare
No fault
Non-profit indemnity insurance
Workers compensation
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Literally, class imbalance refers to the fact that different categories
are not represented equally (Chawla, 2010). Class imbalance is a
common issue in clinical and medical fields, since the prevalence
of certain diagnosis/disease is very low in the population
(Mazurowski et al., 2008). For example, the incidence rate of breast
Fig. 1. Descriptive statistics of raw da
cancer is 0.124% per year according to the statistics of the National
Cancer Institute (National Cancer Institute, 2012). In such cases,
the classification models will focus on the negative class, which
is not the interest group of research. Therefore, the classification
models for those problems have to compensate for the impact of
imbalanced datasets.

Generally, there are two compensation strategies that are used
to obtain balanced classes in data mining: over-sampling and
under-sampling. Over-sampling creates more input patterns from
the minority class, whereas under-sampling removes some input
patterns from the majority class (Chawla, 2010). In this study, a
random over-sampling technique is implemented in which obser-
vations from the underrepresented class are randomly sampled
and replicated to create balance between the two classes.
Under-sampling, due to its inferior performance and the possibility
of losing important patterns, is not implemented in this research
(Mazurowski et al., 2008).

3.3. Radial basis function neural networks

An artificial neural network (ANN) is a popular approach in data
mining that can be utilized to perform classification, clustering and
function approximation. ANNs have been studied for many years,
and a variety of networks and learning algorithms have been pro-
posed to solve different problems. As a type of supervised learning,
classification is performed under the guidance of targets, which
indicates the class label of an instance. The ANN does not require
a linear relationship between the independent attributes and the
ta derived from medical records.
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target, and allows for a combination of multiple training
algorithms and easy generalization (Tu, 1996). Basically, an ANN
consists of an input layer, hidden layer(s) and an output layer.
Each layer has a number of neurons connected with other units
that indicate the learned correlations, and the transfer function
at the output layer transforms the input signal from antecedent
units to obtain the output of the network.

A radial basis function neural network (RBFNN) is developed
based on interpolation theory and consists of three layers: an input
layer, a hidden layer and an output layer (Lu, Sundararajan, &
Saratchandran, 1998). In the hidden layer, a unit takes the input
vectors and performs a nonlinear computation based on a RBF
for which a Gaussian function is commonly applied (Haykin,
2008). Since the impact of an input is related to its distance from
a particular center, the RBFNN is locally tuned. From the hidden
layer to the output layer, a weight matrix is trained under the guid-
ance of the targets. Therefore, RBFNN is considered a combination
of unsupervised learning and supervised learning.

Back-propagation (BP) is a very popular training algorithm in
neural networks since it can be used to solve problems in various
domains. A back-propagation neural network (BPNN) consists of
an input layer, at least one hidden layer and an output layer.
Most of the implemented BPNNs have one to two hidden layers.
The training of the BPNN includes a forward process and a back-
ward process. In the feed-forward process, the function signals
are computed through the network, and the error is computed at
the output layer by comparing the network output with the target.
Weights are updated in the backward process (Haykin, 2008). The
iterative training process continues to minimize an error function
until the stopping criteria are met.

3.4. Random forest

Random forest algorithm, one of the recent data mining algo-
rithms for classification and regression, has received tremendous
attention from industrial and academic researchers because of its
simplicity and ensemble learning characteristics (Breiman, 2001).
Ensemble learning classifiers leverage the advantages of each
incorporated weak algorithm to produce a stronger classification
accuracy. Random forecast algorithms introduce the random sam-
pling process with replacements in the model. Unlike transitional
single-decision tree models, the best classifier at each node is iden-
tified by a random subset of all the predictors (Liaw & Wiener,
2002). In this study, the patient readmission risk is predicted by
the majority votes from all the decision trees in the random forest.
Although the random forest may require more computational
resources, such as storage spaces, random forest algorithms have
demonstrated their strengths in the prediction accuracy,
over-fitting avoidances and scalability, which is preferred by prac-
titioners and researchers in data exploitations (Verikas, Gelzinis, &
Bacauskiene, 2011).

3.5. Particle swarm optimization based SVM

SVM is a statistical learning method proposed by Vapnik (1995).
Here, the inputs are denoted as X and the output as Y. Given a set

of training data ðxi; yiÞ, where i ¼ 1; . . . ;N; xi 2 Rd; yi 2 �1;1f g.
Suppose there are some hyperplanes that separate the data points
with different class labels. The hyperplane H is defined as
wxþ b ¼ 0 and the perpendicular distance between the hyper-
plane and the origin is jbj

kwk when w is normal to H (Burges, 1998).

For a binary classification problem, the data points in the negative
class satisfy wxþ b 6 �1, while those in the positive class satisfy
wxþ b P 1. Accordingly, there are two hyperplanes defined as:
H1 : wxþ b ¼ �1 and H2 : wxþ b ¼ 1 (Tan, Steinbach, & Kumar,
2005). Those data points lying on Hyperplanes H1 and H2 are sup-
port vectors, circled in Figs. 2 and 3. The objective of training an
SVM classifier is to find a hyperplane that can classify inputs into
correct classes with a maximum margin between H1 and H2 for
better generalization (Wu et al., 2007). The geometric illustration
of SVM is presented in Fig. 2. Since the training of SVMs is based
on support vectors, i.e. a subset of training data, the model com-
plexity is greatly reduced and the generalizability of learning
machines is improved.

Since the margin equals 2=kwk, the maximization problem is
converted to the minimization of kwk=2, and it is subjected to
the constraint: yi wxi þ bð Þ � 1 P 0 (Burges, 1998). Lagrangian
multipliers ai; i ¼ 1; . . . ;N, are implemented to solve this problem
by transforming the constrained optimization into an uncon-
strained optimization (Tan et al., 2005), defined as

Lp ¼
1
2

wk k2 �
XN

i¼1

aiyi wxi þ b� 1ð Þ; ai P 0: ð1Þ

For nonlinearly separable problems, kernel method is imple-
mented to transform it to a linearly separable problem. When there
is a set of nonlinearly separable data points in input space O, a ker-

nel function K xi;xj
� �

¼ u xið ÞT �u xj
� �

can transform x from input
space O to feature space Z in order to make the data points linearly
separable (Sanchez, 2003). The objective of using kernel method is
also graphically illustrated in Fig. 3 with a binary classification
problem. There are three kernel functions implemented in this
study, which are presented in Table 3.

However, it is difficult to find a hyperplane that can separate
data points completely and correctly in some problems. Such a
separation may result in a very complex hyperplane and reduce
the generalizability of classifiers. To compensate for these issues,
a soft margin is introduced into the model to allow some degree
of violation (Haykin, 2008).

Although the SVM learning algorithm generally has a good per-
formance and robust statistical foundation, the quality of an SVM
classifier is largely influenced by the parameters of kernel func-
tions (Jin, Jin-ye, & Zhan, 2010). An exhaustive search to find the
most appropriate parameter is too time-consuming, and so, heuris-
tic and meta-heuristic approaches have been implemented to solve
this problem. In this study, a swarm intelligence technique, particle
swarm optimization (PSO), is implemented for the parameter
search in order to build an optimal classifier. The PSO is an efficient
evolutionary optimization algorithm derived from the social
behavior of flocks. In the food searching process, an individual’s
movement is attracted to the best solution found by itself as well
as the best solution found by its neighborhood (Bratton &
Kennedy, 2007). Individuals in the population are represented by
particles, and each particle i consists of two components: position
pi and velocity vi. The population updates at each iteration by
adjusting the position and the velocity of each particle (Esmaeili
& Mozayani, 2009). The updates on velocity and position are
defined in Eqs. (2) and (3) respectively:

vi t þ 1ð Þ ¼ xvi tð Þ þ c1r1 pibest � pið Þ þ c2r2 pgbest � pi

� �
; ð2Þ

pi t þ 1ð Þ ¼ pi tð Þ þ vi t þ 1ð Þ; ð3Þ

where t and x represent iteration and inertia weight respectively,
c1 and c2 are acceleration factors, and r1 and r2 are random numbers
between 0 and 1 in order to take stochastics into consideration.
Here pibest and pgbest represent the best solution found by particle i
and the best solution found by population respectively. The quality
of a solution is measured through a fitness function defined specif-
ically by a particular problem. Since the objective of this readmis-
sion prediction problem is to develop an SVM classifier that
clusters patients into the correct classes, the fitness function is



Fig. 2. SVM hyperplanes in binary classification.

Fig. 3. Kernel function for nonlinearly separable classification.

Table 3
Three types of kernel functions.

Kernel type Function

Linear function K xi; xj
� �

¼ xT
i � xj

Polynomial function K xi; xj
� �

¼ axT
i xj þ c

� �m
; a P 0.

Radial basis function (RBF) K xi; xj
� �

¼ e�bkxi�xjk2

Table 4
The PSO–SVM algorithm.

Step 1 Set parameters for PSO:
Population size S,
number of iterations  T,
fitness function  f

Step 2 Initialize PSO:
randomize pi1 and vi1

Step 3 Iterate PSO–SVM:
for t  1 to T:
construct SVMs with parameter pit

evaluate performance of SVMs and output f pitð Þ
if f pitð ÞP f pibestð Þ

pibest  pit

if f pibestð ÞP f pgbest

� �
pgbest  pibest

update vit and pit

until
no improvement for more than k iterations

Step 4 Return

pgbest and f pgbest

� �
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derived from a performance metric, the overall accuracy of which is
illustrated in the following section. Therefore, the PSO is imple-
mented to search for the solution that can optimize the value of
the fitness function. The training process of this PSO–SVM algo-
rithm is summarized in Table 4.

In this study, the position represents the spread of the RBF in
SVM. At first, the position of each particle is initialized randomly,
and the velocity of each particle is set to be 0. Also, it is predeter-
mined that a possible position is between 0 and 10 in order to nar-
row the searching space and to accelerate the searching process.
Both position and velocity are updated through iteration until
the stopping criteria are met.

In binary classification, instances from both high- and low-risk
groups are used to find the optimal hyperplane in order to classify
patients correctly. However, in one-class classification, only high-
or low-risk patients are adopted to find the classification
hyperplane. Therefore, the other class of patients is identified as
outliers since they are abnormal compared to the instances in
the target class.
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4. Experimental results and analysis

4.1. Performance metrics

A classifier is evaluated by its complexity, required storage,
training time, generalization, etc. Since the dataset for training is
not very large, the storage and computation time required for
training will not be considered as important measures to evaluate
the model. The possible outcomes of a classification task can be
interpreted as one of four categories:

1. True positive (TP): correctly classified as positive.
2. False positive (FP): incorrectly classified as positive.
3. True negative (TN): correctly classified as negative.
4. False negative (FN): incorrectly classified as negative.

The implemented performance metrics are accuracy, sensitivity
and specificity. A positive pattern refers to a readmitted patient,
whereas a negative pattern refers to a non-readmitted patient.
Accuracy is the rate of correct classification and it is defined as

Accuracy ¼ TP þ TN
TP þ FP þ TN þ FN

: ð4Þ

Sensitivity, also known as recall, indicates the ability of a classi-
fier to identify positive patterns (Seliya, Khoshgoftaar, & Van Hulse,
2009). It is defined as

Sensitiv ity ¼ TP
TP þ FN

: ð5Þ

Specificity indicates the ability of a classifier to identify negative
patterns and is defined as

Specificity ¼ TN
TN þ FP

: ð6Þ
4.2. Training result analysis

In the section, the training process and results for proposed
methodologies are discussed. Table 5 summarizes training
Table 5
Training Performance of Proposed Methodologies.

Training model Accuracy (%)

RBFNN 56.1
RF 87.6
PSO–SVM with RBF 83.8

Fig. 4. A sample of classification tre
accuracy for radial basis function neural networks, random forest,
and PSO–SVM with radial basis kernel function. Detailed training
process is discussed in the following subsequent sections.

4.2.1. Radial basis function neural networks
In the proposed RBFNN model, the parameters that have to be

determined are the maximum number of neurons in the hidden
layer as well as the spread of the Gaussian function in the hidden
layer. Experiments are conducted using different numbers of hid-
den neurons and different spread values to search for a good
RBFNN model. During the training process, hidden neurons are
added progressively until it reaches the predefined maximum
number of hidden units. Accordingly, training terminates when it
reaches the maximum error allowed or the predetermined maxi-
mum hidden units. To control the complexity of this model, the
maximum number of hidden neurons is initially set as 50. When
the number of hidden neurons is 50, the performance of the classi-
fier improves at the beginning but then starts to degrade, and
finally it converges as the spread parameter decreases. Since the
performance is not satisfactory, a classifier with more hidden neu-
rons is developed and tested. When the maximum number of hid-
den neurons is set at 150, better performance is achieved when the
spread parameter is around 0.01. Additionally, when the maximum
number of hidden neurons increases to larger values (e.g. 500), the
network performance stops improving and becomes stabilized
when the number of hidden neurons reaches around 120. Here
the performance refers to the value of mean squared error (MSE).
When the MSE decreases, the performance improves.

Therefore, to balance the performance of the model and its
complexity, the selected parameter set of the RBFNN model is
the optimal parameter setting for the RBFNN after oversampling
is 120 (maximum number of hidden neurons) and 0.01 (spread).

4.2.2. Random forest model training
Random forest models provide a randomness layer based on the

traditional classification and regression tree. The split at each node
can be the best split among a subset of all variables. One of the
classification trees in the random forest model is illustrated in
Fig. 4. At each node in the classification tree, the decision separator
is selected from seven predictors since it gives the highest training
accuracy as shown in Fig. 5.

4.2.3. PSO–SVM training
SVMs with three kernel functions (linear, polynomial and radial

basis functions) are built and trained in programing language R.
e in the random forest model.



Fig. 5. Accuracy comparisons over number of features at node level of random forest.

Table 6
Experimental results of SVM classifiers with various kernel functions.

SVM Classifier Accuracy (%) Sensitivity (%) Specificity (%)

Linear⁄ 51.0 3.9 97.9
Polynomial⁄ 50.8 1.3 100.0
RBF-based⁄ 83.8 93.6 22.2

Linear⁄⁄ 50.6 3.0 98.9
Polynomial⁄⁄ 52.7 51.9 55.7
RBF-based⁄⁄ 69.5 78.7 35.7

⁄ Training.
⁄⁄ Testing.

Table 7
Prediction testing accuracy comparisons of proposed methodologies.

SVM classifier Accuracy (%) Sensitivity (%) Specificity (%)

LACE scores 43.5 51.8 21.8
RBFNN 54.6 56.1 49.3
Logistic regression 57.9 60.5 49.3
Random forest 74.4 87.4 30.7
PSO–SVM with RBF 78.4 97.3 8.6
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The training and testing results have been summarized in Table 6.
Since there are not many possible parameter values for the linear
and polynomial kernels and the low prediction accuracy, the PSO
is not implemented for parameter tuning of these two kernel func-
tions. Instead, the exhaustive search is used.

The PSO is also developed in programming language R to search
for the optimal parameter p (spread) for the RBF-based SVMs. In
the experiment, the inertia weight x and acceleration factors c1

and c2 are 2, 1 and 2 respectively. Fig. 6 presents the best solutions
of the population in each iteration during the parameter tuning
Fig. 6. Patient readmission predi
process after over-sampling. The fitness function of the PSO can
be defined as the average accuracy of the five folds
cross-validation with parameter pit:

f ðpitÞ ¼
1
5

X5

k¼1

TP þ TN
TP þ FP þ TN þ FN

� �
k

" #�����
p¼pit

: ð7Þ

Given Eq. (7), a larger value of the fitness function indicates a better
classifier. At the beginning, the best solutions found by population
make the corresponding SVMs perform poorly. However, when
the search continues for more generations, the solutions converge,
and the parameter tuning process terminates after no improvement
for 10 iterations. The best spreads found by PSO is r ¼ 4:9007 for
the SVM with radial basis function after over-sampling.
ction accuracy comparisons.



Fig. 7. Prediction testing accuracy based on 10 repeated 5-fold cross validations.
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In addition, Table 6 presents the testing results of those SVMs.
The SVMs with RBF-based functions have better classification abil-
ities than the SVMs with linear and polynomial functions. The per-
formance of SVMs with linear and polynomial functions does not
improve after over-sampling. However, the testing performance
of RBF-based SVM is greatly improved, especially with the classifi-
cation of high-risk patients. Therefore, of all the SVM classifiers, the
RBF-based SVM trained after over-sampling demonstrates the best
performance.
4.3. Proposed methodology experimental testing result comparisons

Considering the generalization ability of those classifiers, the
testing performance is more important than the training perfor-
mance. As the detailed prediction testing results shown in
Table 7 and Fig. 7, the proposed methods tend to have better gen-
eralization results when trained with the data after over-sampling.
Moreover, the PSO–SVM models demonstrate more accurate classi-
fication performances than other models, especially on high-risk
patients, which are the group of interest under study. The high sen-
sitivity indicates the proposed PSO–SVM’s capacity in correctly
identifying readmitted patients, with high accuracy compared to
non-readmitted patient readmission. It also shows the implemen-
tation potentials for practitioners since the misclassification of
non-readmitted patients has less impact and fewer consequences
than readmitted patient misclassification.
5. Conclusions and future work

In this study, data mining and evolutionary algorithms are
implemented to develop accurate readmission prediction models.
Data mining algorithms are used to explore a classifier to distin-
guish potential readmitted and non-readmitted patients.
Evolutionary algorithms leverage their advantages in parameter
optimizations to further improve the prediction accuracy with
fine-tuning the parameters. The historical data of HF patients is
utilized to learn the implicit patterns in order to correctly classify
patients into the low-risk and high-risk groups. The imbalanced
classes in the training dataset are likely to affect the performance
of classifiers since some models may only focus on the majority
class. However, the research interest of this study is the minority
class, i.e. high-risk patients. Therefore, to compensate for the
impact of class imbalance, random over-sampling is used as a data
preprocessing technique to make the two classes balanced for
training.

The proposed PSO–SVM classifier is a popular data mining tech-
nique based on robust statistical background. Given that some
problems are not linearly separable, kernel function is incorpo-
rated into the SVM, and the instances are mapped into another
higher dimensional space to make them linearly separable. In this
study, three types of kernels are used: linear, polynomial and radial
basis function. The order in the polynomial function and the spread
in the RBF are the two parameters that have to be determined.
Since the possible values of the first parameter are very limited,
an exhaustive search is implemented. However, the search space
of the second parameter is very large, and the exhaustive search
is infeasible, so instead, the metaheuristic method PSO is used.
SVMs are trained with the data before and after over-sampling.
The experimental results demonstrate that the RBF-based SVM
has the best performance among all other SVMs in this research.
Moreover, the RBF trained with data after over-sampling has better
generalization ability and higher sensitivity in classifying readmit-
ted patients than other models.

To compare the performance of the proposed classifiers with
other readmission prediction models, random forest algorithms,
RBFNN, LACE scores and logistic regression models are also tested
on the same dataset. The experimental results indicate that the
random forest and the RBF-based SVM using PSO for parameter
tuning outperform the previous traditional methods for hospital
readmission predictions. Also, these two models provide high sen-
sitivity used to correctly predict readmitted patients, which are
more desired by the healthcare practitioners. The PSO–SVM signif-
icantly improve the current patient readmission risk prediction
accuracy.

Although the PSO–SVM outperforms other prediction models,
the training and parameter tuning consumes tremendous compu-
tational resources and time. The processing training and parameter
tuning need to be significantly reduced for tackling large-scale
patient data records. One limitation of the PSO–SVM is that
over-used parameter tuning may lead to future over-fitting in
training process. A criterion to terminate particle swarm intelli-
gence base parameter tuning may be developed for avoiding
over-fitting issues. For compensation strategies that address the
class imbalance, other over-sampling approaches, such as focused
over-sampling and synthetic minority over-sampling technique
(SMOTE), can be implemented to introduce more useful and repre-
sentative data. Focused over-sampling replicates instances that are
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close to the boundary so that it can help reduce the likelihood of
over-fitting to some extent. The SMOTE introduces new instances
into the minority set, and the K-nearest neighbor method can be
used to make the data more representative. Moreover, since the
misclassification cost on a high-risk patient is much more than that
on a low-risk patient, F-measure can be adjusted as an evaluation
criterion for model selections. Additionally, the Markov decision
process (MDP) can be studied to evaluate the effectiveness and
to determine the optimal timing of certain interventions such as
follow-ups. The proposed prediction models in this research can
also be expanded to some other DRGs, such as AMI and PN, to
enlarge the benefits.
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