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Abstract— The growing gap between users and the Big Data 

analytics requires innovative tools that address the challenges 
faced by big data volume, variety, and velocity. Therefore, it 
becomes computationally inefficient to analyze and select features 
from such massive volume of data. Moreover, advancements in 
the field of Big Data application and data science poses additional 
challenges, where a selection of appropriate features and 
High-Performance Computing (HPC) solution has become a key 
issue and has attracted attention in recent years. Therefore, 
keeping in view the needs above, there is a requirement for a 
system that can efficiently select features and analyze a stream of 
Big Data within their requirements. Hence, this paper presents a 
system architecture that selects features by using Artificial Bee 
Colony (ABC). Moreover, a Kalman filter is used in Hadoop 
ecosystem that is used for removal of noise. Furthermore, 
traditional MapReduce with ABC is used that enhance the 
processing efficiency. Moreover, a complete four-tier architecture 
is also proposed that efficiently aggregate the data, eliminate 
unnecessary data, and analyze the data by the proposed 
Hadoop-based ABC algorithm. To check the efficiency of the 
proposed algorithms exploited in the proposed system 
architecture, we have implemented our proposed system using 
Hadoop and MapReduce with the ABC algorithm. ABC 
algorithm is used to select features, whereas, MapReduce is 
supported by a parallel algorithm that efficiently processes a huge 
volume of data sets. The system is implemented using MapReduce 
tool at the top of the Hadoop parallel nodes with near real-time. 
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Moreover, the proposed system is compared with Swarm 
approaches and is evaluated regarding efficiency, accuracy and 
throughput by using ten different data sets. The results show that 
the proposed system is more scalable and efficient in selecting 
features. 

 
Index Terms— SIoT, Big Data, ABC algorithm, feature 

selection. 

I. INTRODUCTION 

HE most important paradigm that fills the gap between 
physical world and cyber world is the Social Internet of 

Things (SIoT). Recent advancement in the field of IoT has led 
to the digitization of the physical world where the configuration 
of novel applications and services are high in demand. For such 
advancements, a variety of things is grouped together to share 
information with the help of Internet. These things include 
radio frequency identification (RFID) tags, sensors, actuators, 
mobile equipment, computers, medical sensors, etc. and are 
connected to each other through wires or wirelessly. The 
evolved things in the SIoT can sense the physical environment, 
collect data, transfer or disseminate data, process data for 
appropriate applications, and communicate with other things. 
Hence, SIoT came up with a power technology that helps in 
understanding the physical world and to response to outer 
stimuli. Hence, an ultimate solution that gives us insight to the 
real-world in real-time.  

Apparently, advancements in the field of SIoT pose new 
challenges when it comes to implementation [1]. Since SIoT is 
a mixture of heterogeneous things, making it quite different 
from traditional networks, thus it becomes more complex due 
to its scalable property [2]. As a result, the evolved things 
cannot directly apply to SIoT. Moreover, given the complex, 
heterogeneous nature of SIoT, various things communicating 
with each other under its umbrella consume a high volume of 
memory, processing power, and high bandwidth. Thus, IoT 
tends to generate a huge volume of data, referred to Big Data. 
The term Big Data is categorized into some specific types of 
data sets, which comprises formless data, which resides in the 
data layer of the technical computation applications as well as 
the web. Usually, Big Data comprises 3 V’s, such as Volume 
(referred to as the size of the data sets), Velocity (referred to as 
high-speed processing and analyzing) and variety (referred to 
as different data sources, i.e., heterogeneous networks). To 
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cope with such constraints, the ideal solution is the green IoT. 
IoT can minimize emissions and pollution by exploiting 
environmental surveillance that is used to decrease the 
operational cost as well as power consumption [1, 3-6]. 
Consequently, the most crucial challenge is how to effectively 
reduce the costs as well as power consumption of things in SIoT 
- the primary focus of this paper. 

Moreover, in the current scenario of Big Data, various 
standards and platforms have been introduced by relational 
database vendors. These are used for data aggregation as well 
as data analysis. These platforms are either software or simply 
they just provide analytical services (usually runs on third party 
servers). These techniques are unable to select appropriate 
features in Big Data. 

Therefore, based on the explanations above of Big Data 
analytics, feature selection is one of the core issues in this 
technology. Feature selection includes image classification, 
cluster analysis, data mining, pattern recognition, image 
retrieval, etc. [7]. However, features selection is a quite 
decisive technique to efficiently analyze Big Data, in which one 
subset from the Big Data is considered to remove irrelevant, 
noise, and redundant features. Moreover, the mentioned tasked 
minimizes computational complexity and cost, while 
enhancing the accuracy of data analysis.   
Among feature selection algorithms, various scheme are 
proposed that are classified into two broad categories, i.e., filter 
approaches [8-13], and wrapper approaches [14-17]. In filter 
based techniques, before classification process, the filtration 
process is performed since their independent nature of usage of 
classification algorithms [17]. Moreover, in this approach, a 
weight value is computed for each feature, so that features with 
better values can be selected to represent original Big Data sets. 
Apparently, wrapper technique produces a set of nominee 
feature by altering (adding and removing) features to compose 
a subset of features. Afterward, accuracy is employed to 
evaluate the outcome of the feature set. The later technique 
outperforms filter technique in their results. Also, other 
evolutionary methods, such as Ant Colony Optimization 
(ACO) [9, 11, and 18], Particle Swarm Optimization (PSO) 
[19], Bat Algorithm [20], and Artificial Bee Colony (ABC) [21] 
are also proposed that increases the computation efficiency. 
Apparently, other traditional mechanisms have also been seen 
in active storage systems that address the Input/Output (I/O) 
bottleneck challenges for scientific application. Such potential 
is increased with the increase in the demand for the data. 
Though, the prototype of the active storage [23-24], the primary 
focus is given to read-intensive operations. Since it provides an 
easy way to identify common operations, i.e., lookup, amongst 
several data analysis approaches, kernel analysis is predefined 
in libraries, known as processing kernels [24]. On the other 
hand, various other techniques for writing-intensive 
applications are not well addressed that are common in 
scientific areas as well as feature selection. Since rapid 
advancement in the size of the output, write performance 
operations I/O systems becomes more important [25]. 
Moreover, due to incredible growth in this scientific 
application, several other challenges are noticed. These 
challenges include storing huge amount of data and memory 

allocation to this application, processing and analyzing these 
data without having intelligent technique. Several other 
techniques, such as prototype reduction (PR) is one of the 
useful remedies for class distribution. Prototype reduction 
splits the original data into different subsets, which can be 
individually addressed. After that, PR combines each 
moderately compact set into a global solution. In addition, 
torrents of event data are essential to be distributed among 
various databases, which required large mining algorithms 
needed to be distributed in the networks of the computer. 
However, the design of existing active storage and feature 
selection algorithms have some major drawbacks, which are i) 
it is difficult to extract features in real-time continuous data, ii) 
to process kernel design pattern is not suitable for write 
operations, ii) usually, write operations require more 
computation power than read operations, and iii) to process 
massive volume of data is sometimes hard to processes by 
using some traditional intelligence and processing tools. 

A. RESEARCH MOTIVATION  

In this world, various devices are connected to other devices 
and things with the help of Internet, 3G/4G, wireless LAN, etc. 
This enables a rich infrastructure for Internet of Things that 
aims to connect various things (for instance, cellular phones, 
wireless body area network, Wi-Fi, access points, etc.) with 
distinctive addresses and allows these devices to interact with 
each other in an efficient way, hence generating Big Data. 
Thus, the primary goal is to select best and optimal features in 
the SIoT Big Data, so that to reduce the energy consumption 
involved in the SIoT during communicating Big Data over the 
Internet. 

In this paper, while aiming for a selection features, we focus 
on SIoT Big Data and present various technologies toward IoT. 
Specifically, we propose a system architecture that exploits IoT 
for the different application, such smart cities, smart home, 
traffic management, healthcare system, which is a novel 
paradigm in modeling and optimizing Big Data in IoT. The 
system architecture is used to aggregating Big Data, exploiting 
feature selection algorithm and forward the data toward 
Hadoop ecosystem. Also, the IoT-based Big Data architecture 
is based on feature selection. Thus, feature selection in Big 
Data using convolution method is considered. Such feature 
selection aspect pitches us against the problem of optimization. 
We intend to solve this problem of an optimizing feature 
selection by considering Ant Colony Optimization technique. 
Eventually, future directions and open challenges are discussed 
regarding SIoT in 5G network. To the best of our knowledge, 
this work is the first that exploits the realization of the feature 
selection for IoT system given the Big Data. We hope and 
believe that this work will be useful for the SIoT systems and 
will provide state-of-the-art guidance for research vis-à-vis 
SIoT and big Data.    

B. RESEARCH CONTRIBUTION 

The main contribution of this paper is as follows. 
 At first, we present a hierarchical framework for the 

extracting feature in IoT Big Data. The framework 
first internments the scalable features of IoT, which 
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MapReduce model gives the reliability and efficiency of data 
storage required for large databases applications [37]. 

MapReduce model motivated by functional languages. 
Functional languages have a map and reduce primeval exist in 
functional languages. Depending on the framework 
requirement numerous execution can be feasible in MapReduce 
platform. Few recently executions are existed in literature work 
e.g. networked machines clustering [36], shared memory 
multi-core system techniques [38, 39], graphic processors and 
asymmetric multi-core processors approach [40]. 

Google launched one of the most famous implementation 
that exploit a huge number of clusters of computers, which are 
joint through switch Ethernet. Google MapReduce scheme 
reduce the cost of clusters of machines for wide range 
distributed applications. MapReduce approach makes simpler 
and easier the establishment process. It is based on real-time 
execution, and it does not define preplan execution scheduling 
of the node [41]. 

MapReduce paradigm can perform a parallel execution on 
distributed nodes. The core purpose of MapReduce model is to 
clarify huge data implementation as well as low-cost cluster 
machines. It is also obtained fault toleration and balancing the 
load for each cluster to make this simpler and easier for 
operators. Map and Reduce are two basic entities of the 
MapReduce model. Google is the owner of indigenous 
MapReduce, so it is not for public use [41]. Even though, the 
idea of MapReduce primeval simply the distributed computing 
system. The original MapReduce structure is very important to 
obtain required and efficient performance [42]. The Google’s 
MapReduce Structure has originally distributed file system 
which identifies the data location and accessibility [36].  

In addition to that, Particle Swarm Optimization technique is 
another remedy used for feature selection and processing of 
large data sets. The technique is proposed for feature selection 
as filter method [17] or wrapper method [43 - 42]. A wrapper 
method is proposed based on BAT algorithm with OPF 
classifier. The problem of increase in complexity and efficiency 
of the system decreases using above techniques. Also, it takes 
more time to extract the features from large data sets. 
Sometimes, it also happens that removal of noise algorithms 
affects the original data sets, and inappropriate data is 
considered for feature selection.  

Therefore, based on the aforementioned related techniques 
of convolution methods and traditional Hadoop techniques, 
system architecture is required that select the best and optimal 
features from the massive volume of data. For this purpose, this 
paper proposes a technique based on ACO algorithm in Hadoop 
ecosystem. ACO algorithm efficiently selects the best and 
optimal feature, whereas Hadoop ecosystem combines with 
ACO to generate the best and efficient results. 

III. PROPOSED SCHEME 

This section comprises IV-Tier layered architecture that 
supports ABC algorithm based on Hadoop ecosystem. 
Afterward, we provide a detailed working of ABC algorithm in 
Hadoop environment for IoT. 

A. IV-Tier Layered Architecture 

The multilevel active storage and processing aim to extract 

features from Big Data. The system architecture is composed of 
four layers. Each layer is supported by different functionalities 
enables read and write operations high effectively. In this 
section, we will first introduce the layered architecture that 
supports complete system design for feature extraction. 
Afterward, we will present the design and working of the 
designed system. 

Based on the needs of analyzing big data, we propose an 
IV-Tier architecture model as shown in Figure 2. The designed 
model assists different objects to interact with each other using 
the shared medium. The proposed architectural model integrate 
various data generated by difference application, under the 
same domain, i.e., internet of things, which supports the 
research community to provide the generalized framework and 
architecture that can help the domestic users in the case of 
security, healthcare, elderly age people and kids, and 
transportation system, machine-to-machine network, wireless 
sensor network, and vehicular network, etc. As Figure 2 shows 
that the proposed IV-Tier architectural model consists of four 
layers. 

Tier I: Data Generation handles data generation through 
various objects and then collecting and aggregating that data. 
Since a different number of objects are involved in generating 
the data. Therefore, an enormous number of heterogeneous data 
is produced with various formats, a different point of origin, 
and periodicity. Moreover, various data have security, privacy, 
and quality requirements. Also, in sensor’s data, the Metadata 
is always greater than the actual measure. Therefore early 
registration and filtration technique are applied at this layer, 
which filters the unnecessary Metadata, as well as redundant 
data, is also discarded.  

Tier-II: This layer provides end-to-end connectivity to various 
devices. Moreover, data is aggregated at this point generated 
from different devices and arrange them in the proper format. 

Tier-III: Feature Extraction and Processing Layer is the 
primary layer of the whole system architecture, which handles 
feature extraction and processing of data. Since we need a 
real-time stream of the data and offline data analysis. 
Therefore, we need a third party real-time tool to combine with 
the processing server to provide the real-time implementation. 
To provide real-time implementations, Strom, Spark, VoltDb, 
and Hupa can be used. For instance, to be very specific in the 
case of data analysis, the implementation part could be 
achieved by using MapReduce, whereas, for feature extraction, 
the incorporation of ABC algorithm assists the proposed 
scheme in the better acquisition of features from large data sets. 
At this layer, the same structure of MapReduce and HDFS is 
used. With this system, we can also use HIVE, HBASE, and 
SQL supposed for managing Database (in-memory or Offline) 
to store historical information. 

Tier-IV: Service layer is the lowermost layer responsible for 
incorporating the third party interfaces to objects and human. 
This layer can be used autonomously as a single site, merged 
with other locations, or deployed in cloud interface. There are 
different other features as well. For instance, the unique global 
ID management is the key element in the application layer that 
handles identifying the object throughout the universe. Vendor 
control is another feature deals with the definition of the 
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street data is a superfluous task. Thence, the KF determines best 
fitting sensed data in accordance with the predefined 
thresholds. Ultimately, it reduces the amount of futile data 
resulting a swift analysis. 

Algorithm I: KF Working 
 
1. Initialization  

ܶ – State transition model (applied to the previous state 
݂ିଵ ) 
ܱ – Observation model 
ܳ – Covariance of the process noise 
ܴ – Covariance of the observation noise 
 ݒ  – Control input model (applied to the control vectorܥ
) 
 ܳ)	 (0,�  ~ݓ

2. Computing the new state ݂ using the previous state ݂ିଵ  
݂ ൌ 	 ܶ ݂ିଵ 	ܥݒ 	ݓ	 
݄ ൌ 	ܱ ݂ 	ݑ    ݑ ~ � (0,	ܴ) 

3. Current state estimation from the previous state 
Predicted state      

መ݂
|ିଵ ൌ 	 ܶ

መ݂
ିଵ|ିଵ 	ܥݒ	 

Predicted covariance   
|ିଵܩ ൌ 	 ܶܩିଵ|ିଵ ܶ

் 	ܳ	 
4. Combine current prediction with the current observation 

Current observation  
ݔ ൌ 	݄ െ		ܱ መ݂|ିଵ 

Observation covariance   
ܵ ൌ 	ܱܩ|ିଵܱ

் 	ܴ 
Optimal gain     

ܭ ൌ |ିଵܱܩ	
்ܵ

ିଵ 
 

The proposed scheme stores and processes data in Hadoop 
framework. Thus, MapReduce has been selected as the 
mechanism for analyzing filtered data. MapReduce works in 
two steps. First is the mapping process where the set of filtered 
data is converted into another set of data. Next is the reduce 
process which combines the data created in mapping process 
and results in a set of values that are reduced in amount. Data 
storing and processing plays a major role in the realization of a 
smart city. As shown in Figure 3, the proposed framework 
utilizes multiple techniques i.e. HDFS, HBASE, HIVE, etc. to 
facilitate the above requirements. The storage demand of the 
proposed smart city is facilitated by HDFS, which is the 
primary storage of Hadoop. Since the storage of HDFS is 
distributed; it augments the MapReduce execution on smaller 
subsets of larger data cluster. Also, HDFS assists the scalability 
demand of the Big Data processing. To favor the autonomous 
decision making, the real-time read/write facility over the 
complete cluster is essential. Hence, HBASE is used to enhance 
the processing speed on Hadoop as it offers real-time lookups, 
in-memory caching, and server side programming. Further, it 
enhances the usability and the fault tolerance. HIVE provides 
querying and managing facility over the large amount of data 
that resides on the Hadoop cluster. Since SQL cannot be used to 
query on HIVE, we have used HiveQL to query the data on 
Hadoop cluster. Finally, the derived intelligent decisions are 

transferred to the application level of the framework. 
 
1) HABC Algorithm 

The proposed HABC algorithm is used for feature selection 
in large data sets, which are generated by IoT network. Abc 
algorithm consists of three phases, i.e., food source, employed 
bees, and unemployed bees [51]. These are described as 
follows. 

 Food source represents the solution of the given 
problem. 

 Employee bees are used to find out the different food 
sources. Also, they are used to store the quality of the 
information and share this information with other bees 
in the honeycomb. 

 Finally, the unemployed bees are classified into two 
types, i.e., onlooker and scout bees. 

o Onlooker bees receive shared information 
from employed bees, which are used to find 
the better quality food sources. 

o Scout bees are those when employed bees get 
exhausted to find sources; they turned into 
scout bees. They are the one who tries to find 
new sources of food. 

The pseudocode of the ABC is given in Algorithm II [52]. 

Algorithm II. ABC Algorithm 
 

1. Initialization Phase 
2. Repeat 

i. Employee bees 
ܽ = ܽ

 + rand ( ܽ
௫ - ܽ

)       (1) 
i = 1, 2, 3, . . .N, j = 1, 2, 3, . . . K, where N and 
D are food sources and optimization parameter  

ii. Unemployed bees 
ݔ = ݒ  = Φ (ݔ- ݔ)           (2) 
Food source ݒ, parameter j, where j and k are 
random variable.  

fitness = 
ଵ

ଵା
݂݅	 ݂  0

1  ሺݏܾܽ ݂ሻ ݂݅	 ݂ ൏ 0
൩      (3) 

 

 = 
୧୲୬ୣୱୱ

∑ ୧୲୬ୣୱୱ
ಷ
సభ

              (4) 

a. Onlooker bees 
b. Scout Bee 

3. Memorize the best probable results 
4. Until (cycle = maximum cycle per number or a 

maximum CPU time) 
 

One the opposite of the optimization algorithms, where 
solutions to various problems are expressed by vectors along 
with the real values, the contestant solution for feature selection 
constraints are represented by bit vectors. In a given scenario of 
HABC, each food source is linked with a bit vector (size N, 
where N is an overall number of features). The location in the 
vector agrees with the overall number of features, which need 
to be evaluated. In this case, if the value of the agreed feature is 
equal to 1, then this condition shows that feature is a part of the 



evaluated subset. However, if the value agreed feature is equal 
to 0, then this condition shows that feature is not a part of 
evaluated subset. Moreover, food source store its quality (i.e., 
fitness). This is given by the precision of the classifier using the 
feature subset designated by a bit vector. 

The steps of the proposed HABC for feature selection are 
given below.  

1. In Hadoop processing system, when the noise is 
removed from data sets using Kalman filter, it is 
required to find the best and lowest number of the 
features. For this reason, the proposed system exploits 
forward search strategy [7]. In this technique, there are 
total N number of food sources that contains N 
number of features. This follows the same technique 
of assigning a bit vector of size N (each subset shall 
contain the only 1feature). 

2. Afterward, feature subset of each food source is 
assigned to classifiers, where it uses accuracy as a 
fitness value (accuracy is stored in a fitness of food 
source). 

3. Since the classifiers are now assigned, now it is 
required to determine neighbors for chosen food 
sources. It is achieved by exploiting parameter of 
modification rate (MR), in which employee bee visit 
each food sources and explore their neighbors. To 
extract features, neighbors are created from a bit 
vector of the initial food source. In HABC, the 
neighborhood is performed by using equation 2 using 
MR [7]. A random and uniform number ܴ (range: 0 
and 1) is generated for each position of the bit vector. 
In case, if the value is less than perturbation parameter 
MR, then the feature is injected into subset. 
Apparently, the vector is not modified by using 
equation (5). Thus, submitting a subset’s feature to the 
classifier, and use the accuracy fitness. 

ܽ = 
1 ݂݅	ܴ ൏ ܴܯ
ܽ ݁ݏ݅ݓݎ݄݁ݐ ൨              (5) 

4. If the quality of the newly found food source is better 
than that of the exploration food sources, then the 
neighboring food source is considered as latest one. 
This information is shared with the other bees. In 
HABC, the size of the data is exponentially increases, 
so this process is continued until the selection of the 
best feature in Hadoop. 

5.  The onlooker bees are used to collect information 
about the fitness/correctness of the food sources, 
which are visited by employee bees. Their job is to 
select the food source based on two parameters, i.e., 
better probability exploration or better 
fitness/correctness. Thus, it is required to store the best 
fitness values. 

6. Finally, a scout bee is created for an unrestrained food 
source, where a new food source is created, in which 
N number of features are randomly created and 
submitted to the classifier. Thus, the newly found 
source is assigned to scout bees, and the employee 
bees performed their job again.  

IV. EXPERIMENTAL RESULTS 

The proposed architecture is tested against the well-known 
swarm optimization approaches such as Ant Colony 
Optimization (ACO), Particle Swarm Optimization (PSO), and 
Genetic Algorithms (GA) in the context of accuracy, the 
number of features, etc. Moreover, the classification of data and 
the parameters used by the ABC mechanism is explained in the 
upcoming sections. Furthermore, the classification 
performance is analyzed based on the standard accuracy metric. 
The features obtained by each approach are tested on the same 
dataset for repeating the experiments for ten times. Finally, the 
results obtained are taken with the average of all the ten 
experiments.  

A. Datasets  

The proposed optimization and feature selection are tested 
on ten datasets from the UCI machine learning Repository [53]. 
Each dataset is tested for each learning algorithm using 
multi-cluster Hadoop system. The description of each dataset 
used in the analysis is shown in Table 1. With the number of 
attributes (features), instances and classes. Each dataset is 
analyzed mainly based on the number of features. Because we 
have two prime interests i.e. 1) to compute the features and 
apply the decision mechanism on various thresholds and 2) To 
test the data and extract the features of interest. Moreover, the 
dataset is obtained from the UCT machine learning repository 
which is a high authentic and rich repository of various sources 
[53].They are maintaining the repository with great care, and up 
to now, they have 351 datasets from various sources and fields. 
However, there is still need of datasets from IoT-based 
environments such as smart homes, cities, etc. in various 
formats such as ASCII, text, etc. Hadoop analyzed the data in 
text and number format and therefore, it is essential to present 
the data in that format, so the researchers can easily test the data 
using Hadoop. 

TABLE 1. Data sets used in the analysis 

Data Set Number of 
Features 

Number of 
Instances 

Gas sensors for home 
activity monitoring 

11 919438 

Air Quality 15 9358 
GPS Trajectories 15 163 
Indoor User Movement 
Prediction from RSS 

4 13197 

3D Road Network 4 434874 
Water Treatment Plant 38 527 
Hepatitis 19 155 
Housing 14 506 
Cloud 10 1024 
Twitter Data set for Arabic 
Sentiment Analysis 

2 2000 

 
TABLE 2. The accuracy of proposed system on UCI datasets 

Data Set Total 
Number of 
Features 

Selected 
Number of 
Features 

Total 
Features 
(accuracy 
%) 

Average 
Accuracy 
(%) 



Gas sensors 
for home 
activity 
monitoring 

11 6 71.28 92.49 

Air Quality 15 7 73.28 84.56 
GPS 
Trajectories 

15 5 65.24 75.25 

Indoor User 
Movement 
Prediction 
from RSS 

4 2 75.56 86.32 

3D Road 
Network 

4 1 74.56 82.45 

Water 
Treatment 
Plant 

38 13 81.23 94.31 

Hepatitis 19 12 66.43 91.36 
Housing 14 4 54.85 82.14 
Cloud 10 6 71.84 77.86 
Twitter Data 
set for Arabic 
Sentiment 
Analysis 

2 1 84.56 96.63 

 

B. Simulation Environment 

All the experiments are performed on a multi-cluster Hadoop 
installed on Ubuntu 14.04 LTS with a Core i5 3.4 GHz 
processor and 8GB RAM. The proposed feature selection 
algorithm is implemented in Java programming language. 
Moreover, the data classification is performed in Java along 
with WEKA [54] and LibSVM [55] libraries.  

C. Classification Performance 

The performance evaluation and accuracy of the proposed 
feature selection based on ABC mechanism is obtained using a 
10- fold cross validation with partitioning mechanism of K 
different partitions. One of the set is used as a primary partition, 
and the rest K-1 is used as training set. However, this process is 
repeated ten times and each time one of the set becomes the 
primary and rest of them becomes the training set. The results 
are accumulated after each test, and the final results are 
obtained by taking the mean of all the ten partitions. Moreover, 
the features established in some test is normalized using 
Z-score mechanism [55], which is subtracting the average value 
for each feature set and divide it by the standard deviation of the 
set. The rest of the parameters in each algorithm is shown in 
Table 2. All these parameters are set to some standard values 
and therefore, it does not affect the performance in each case.  

D. Discussion on Results 

UCI dataset provides a variety of features and classes. These 
various features and classes widely influence the performance 
and accuracy of a feature selection algorithm. The performance 
analysis in the context of accuracy with a selected number of 
feature and a full set of the feature is shown in Table 2. As 
shown in Table 3, the selected feature are quite less than the 
other original feature list. However, the accuracy of the system 
is superior to the original data feature for all data. In 
comparison with other data set, the proposed feature selection 
perform superior in the context of accuracy. In some datasets 

such as and Air Quality, 3D network Traffic, and cloud the 
accuracy is worst while in some such as GPS trajectories and 
Twitter Dataset for Arabic Sentiment Analysis, the accuracy is 
almost equal to the other methods. However, the accuracy of 
the proposed scheme is considerably good in all the cases.  

TABLE 3. Comparative analysis of proposed scheme with other 
Swarm Approaches. 

 
Data Set PSO (%) ACO (%) GA (%) ABC (%) 
Gas sensors for 
home activity 
monitoring 

85.90 78.56 78.26 92.49 

Air Quality 91.70 93.25 89.28 84.56 
GPS Trajectories 74.23 68.47 65.24 75.25 
Indoor User 
Movement 
Prediction from 
RSS 

75.98 77.58 75.56 86.32 

3D Road Network 88.85 91.24 87.56 82.45 
Water Treatment 
Plant 

88.63 86.89 81.23 94.31 

Hepatitis 87.65 88.59 82.46 91.36 
Housing 67.56 74.45 75.85 82.14 
Cloud 83.52 86.29 71.84 77.86 
Twitter Dataset for 
Arabic Sentiment 
Analysis 

89.58 87.24 88.34 90.63 

 
To be more realistic, the proposed system based on ABC 

optimization algorithm is compared with a single node Hadoop 
and Java query based system as shown in Figure 4. In the single 
node Hadoop each time the data is processed without any 
optimization system. On the other hand, Java query based 
system is tested with all the other swarm approaches. Similarly, 
the filtration system is used to remove the noise from the data 
before passing it to the Hadoop ecosystem. We gradually 
increase the data size with time and observe the effect of it on 
the proposed system, a Hadoop-based system without other 
swarm approaches, and Java query system with other swarm 
approaches. The implementation of such systems helps in 
processing Big Data in real-time. This further enhances the 
decision system with real-time events generations. The 
proposed system efficiently processes the data in real time and 
generates results which help the citizen in making a decision in 
real time. For example, on processing the environmental data in 
real-time help the citizens to avoid going to those places which 
are highly polluted. Initially, the single Hadoop node and Java 
query based system process the data with similar speed as 
shown in Figure 5. But, with the increase in data set size, the 
speed of processing is highly decreased. However, the 
proposed scheme efficiency is significantly high compared to 
the single node Hadoop and Java query based system.   
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