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Abstract: There are numerous applications of unmanned aerial vehicles (UAVs) in the management of
civil infrastructure assets. A few examples include routine bridge inspections, disaster management,
power line surveillance and traffic surveying. As UAV applications become widespread, increased
levels of autonomy and independent decision-making are necessary to improve the safety, efficiency,
and accuracy of the devices. This paper details the procedure and parameters used for the training of
convolutional neural networks (CNNs) on a set of aerial images for efficient and automated object
recognition. Potential application areas in the transportation field are also highlighted. The accuracy
and reliability of CNNs depend on the network’s training and the selection of operational parameters.
This paper details the CNN training procedure and parameter selection. The object recognition results
show that by selecting a proper set of parameters, a CNN can detect and classify objects with a high
level of accuracy (97.5%) and computational efficiency. Furthermore, using a convolutional neural
network implemented in the “YOLO” (“You Only Look Once”) platform, objects can be tracked,
detected (“seen”), and classified (“comprehended”) from video feeds supplied by UAVs in real-time.

Keywords: convolutional neural networks; Unmanned Aerial Vehicle (UAV); object recognition
and detection

1. Introduction

There are a wide range of applications for unmanned aerial vehicles (UAVs) in the civil
engineering field. A few applications include but are not limited to coastline observation, fire detection,
monitoring vegetation growth, glacial observations, river bank degradation surveys, three-dimensional
mapping, forest surveillance, natural and man-made disaster management, power line surveillance,
infrastructure inspection, and traffic monitoring [1–5]. As UAV applications become widespread,
a higher level of autonomy is required to ensure safety and operational efficiency. Ideally,
an autonomous UAV depends primarily on sensors, microprocessors, and on-board aircraft intelligence
for safe navigation. Current civil and military drones have limited on-board intelligence to execute
autonomous flying tasks. In most cases, they utilize a Global Positioning System (GPS) for flight
operation and sensors for obstacle detection and avoidance. In order for UAVs to be fully autonomous
in decision-making, an on-board intelligence module needs to be supplied with appropriate
information about its immediate surroundings. Most UAVs rely on integrated systems consisting of
velocity, altitude, and position control loops to achieve operational autonomy. Despite its demonstrated
reliability, such a system is presently limited in executing highly complex tasks. Fully autonomous UAV
decision-making is only possible when the system is able to perform the dual function of object sighting
and comprehension, which are referred to as detection and classification, respectively, in computer
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vision. While these tasks come naturally to humans, they are abstract and complicated for machines to
perform on their own. One of the problems currently facing autonomous UAV operation is conducting
detection and classification operations in real-time. To solve this problem, authors adapted and tested
a convolutional neutral network (CNN)-based software called YOLO (“You Only Look Once”). This
detection and classification algorithm was adapted and successfully applied to video feed obtained
from UAV in real-time.

This paper is divided into six main parts. The second section covers the motivation for this project,
and is presented after the introduction. Previous approaches for object recognition and UAV flight are
discussed briefly in the background after the second section. The fourth and fifth parts of the paper
focus on the methodology and results, while the conclusion and applications are highlighted in the
last section.

1.1. Motivation and Objectives

The primary motivation behind this research is to test CNN image recognition algorithms that can
be used for autonomous UAV operations in civil engineering applications. The first objective of this
paper is to present the CNN architecture and parameter selection for the detection and classification
of objects in aerial images. The second objective of this paper is to demonstrate the successful
application of this algorithm on real-time object detection and classification from the video feed during
UAV operation.

1.2. Background

Object detection is a common task in computer vision, and refers to the determination of the
presence or absence of specific features in image data. Once features are detected, an object can be
further classified as belonging to one of a pre-defined set of classes. This latter operation is known as
object classification. Object detection and classification are fundamental building blocks of artificial
intelligence. Without the development and implementation of artificial intelligence within a UAV’s
on-board control unit, the concept of autonomous UAV flight comes down to the execution of a
predefined flight plan. A major challenge with the integration of artificial intelligence and machine
learning with autonomous UAV operations is that these tasks are not executable in real-time or
near-real-time due to the complexities of these tasks and their computational costs. One of the proposed
solutions is the implementation of a deep learning-based software which uses a convolutional neural
network algorithm to track, detect, and classify objects from raw data in real time. In the last few years,
deep convolutional neural networks have shown to be a reliable approach for image object detection
and classification due to their relatively high accuracy and speed [6–9]. Furthermore, a CNN algorithm
enables UAVs to convert object information from the immediate environment into abstract information
that can be interpreted by machines without human interference. Based on the available information,
machines can execute real-time decision making. CNN integration into a UAV’s on-board guidance
systems could significantly improve autonomous (intelligent) flying capabilities and the operational
safety of the aircraft.

The intelligent flying process can be divided into three stages. First, raw data is captured by
a UAV during flight. This is followed by real-time data processing by the on-board intelligence
system. The final stage consists of autonomous and human-independent decision-making based
on the processed data. All three stages are conducted in a matter of milliseconds, which results in
instantaneous task execution. The crucial part of the process is the second stage, where the on-board
system is supposed to detect and classify surrounding objects in real time.

The main advantage of CNN algorithms is that they can detect and classify objects in real time
while being computationally less expensive and superior in performance when compared with other
machine-learning methods [10]. The CNN algorithm used in this study is based on the combination of
deep learning algorithms and advanced GPU technology. Deep learning implements a neural network
approach to “teach” machines object detection and classification [11]. While neural network algorithms
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have been known for many decades, only recent advances in parallel computing hardware have made
real-time parallel processing possible [12,13]. Essentially, the underlying mathematical structure of
neural networks is inherently parallel, and perfectly fits the architecture of a graphical processing
unit (GPU), which consists of thousands of cores designed to handle multiple tasks simultaneously.
The software’s architecture takes advantage of this parallelism to drastically reduce computation time
while significantly increasing the accuracy of detection and classification.

Traditional machine learning methods utilize highly complex and computationally expensive
feature-extraction algorithms to obtain low-dimensional feature vectors that can be further used for
clustering, vector quantization, or outlier detection. As expected, these algorithms ignore structure and
the compositional nature of the objects in question, rendering this process computationally inefficient
and non-parallelizable. Due to the nature of the UAV operations, where an immediate response
to a changing environment is needed, traditional machine learning algorithms are not suitable for
implementation in on-board intelligent systems.

As mentioned earlier, the CNN algorithm used in this study is based on deep learning
convolutional neural networks which solve the problem of instantaneous object detection and
classification by implementing efficient and fast-performance algorithms. In general, these algorithms
use the same filter on each pixel in the layer, which in turn reduces memory constraints while
significantly improving performance. Due to recent advances in GPU hardware development,
the size and price of the GPU unit needed to handle the proposed software has been reduced
considerably. This allows the design of an integrated software–hardware module capable of processing
real-time detection and classification, but which is light and inexpensive enough to be mounted on a
commercial-type UAV without significantly increasing the UAV’s unit cost. However, before CNNs are
incorporated in a UAV’s on-board decision-making unit, they need to be trained and tested. This paper
shows that modifying CNN architecture and proper parameter selection yields exceptional results in
object detection and classification in aerial images.

2. Methods

2.1. Network Architecture

The CNN algorithm presented in this paper was based on an open-source object detection
and classification platform complied under the “YOLO” project, which stands for “You Only Look
Once” [14]. The “YOLO” has many advantages over other traditionally employed convolutional neural
network software. For example, many CNNs use regional proposal methods to suggest potential
bounding boxes in images. This is followed by bounding box classification and refinement and the
elimination of duplicates. Finally, all bounding boxes are re-scored based on other objects found in
the scene. The issue with these methods is that they are applied at multiple locations and scales.
High scoring regions of an image are considered to be detections. This procedure is repeated until
a certain detection threshold is met. While these algorithms are precise and are currently employed
in many applications, they are also computationally expensive and almost impossible to optimize
or parallelize. This makes them unsuitable for autonomous UAV applications. On the other hand,
“YOLO” uses a single neural network to divide an image into regions, while predicting bounding boxes
and probabilities for each region. These bounding boxes are weighted by the predicted probabilities.
The main advantage of this approach is that the whole image is evaluated by the neural network,
and predictions are made based on the concept of the image, not the proposed regions.

The “YOLO” approaches object-detection as a tensor-regression problem. The procedure starts
by inputting an image into the network. The size of the image entering the network needs to be in
fixed format (n × m × 3, where the number 3 denotes 3 color channels). Our preliminary results show
that the best-preforming image size is 448 × 448; therefore, we used a 448 × 448 × 3 format in all tests.
Following image formatting, an equally sized grid (S × S) is superimposed over the image, effectively
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dividing it into N number of cells (Figure 1a). Each grid cell predicts the number of bounding boxes (B)
and confidence scores for those boxes (Figure 1b).J. Imaging 2017, 3, 21 4 of 10 
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Figure 1. Images captured by unmanned aerial vehicles (UAVs) (a) divided into cells using an equally
sized grid (b,c) to uncover key features in the underlying landscape (d). The example shows the
network designed with grid size S = 7 and number of cells N = 49.

At this point, each bounding box contains the following information: x and y coordinates of the
bounding box, width (w), height (h), and the probability that the bounding box contains the object
of interest (Pr (Object)). The (x, y) coordinates are calculated to be at the center of the bounding box
but relative to the bounds of the grid cell (Figure 1c). The width and height of the bounding box are
predicted relative to the whole image. The final output of the process is S × S × (B × 5 + C) tensor,
where C stands for the number of classes the network is classifying and B is a number of hypothetical
object bounding boxes. Non-maximal suppression is used to remove duplicate detections. During the
network training phase, the following loss function was implemented:
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where wi is the width of the bounding box, while hi is the height of the bounding box, 1obj
ij is the

function that counts if the jth bounding box predictor in cell i is responsible for the prediction of
the object.

The proposed detection network has only 24 convolutional layers followed by two fully-connected
layers. This condensed architecture significantly decreases the time for the object detection, while
marginally reducing the classification accuracy of detected objects. The 26-layer configuration shown
in Figure 2 is preferred for UAV applications due its high computational speed. According to the
“YOLO” authors, alternating 1 × 1 convolutional layers reduces the feature space from that of the
preceding layers. The final layer makes object classification supplemented by the probability that the
selected object belongs to the class in question and the bounding box coordinates. Both bounding box
height (h) and width (w); and x and y coordinates, are normalized to have values between 0 and 1.
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Figure 2. Graphical representation of multilayered convolutional neural network (CNN) architecture.

2.2. Network Training

While “YOLO” provides a platform for object detection and classification, the CNN still needs to
be trained and the correct parameters need to be determined. The batch size, momentum, learning
rate, decay, iteration number, and detection thresholds are all task-specific parameters (defined by the
user) that need to be inputted into the “YOLO” platform. The number of epochs that our network
needed to be trained with was determined empirically. “Epoch” refers to a single presentation of the
entire data set to a neural network. For batch training, all of the training samples pass through the
learning algorithm simultaneously in one epoch before weights are updated. “Batch size” refers to
a number of training examples in one forward/backward pass. “Learning rate” is a constant used
to control the rate of learning. “Decay” refers to the ratio between learning rate and epoch, while
a momentum is a constant that controls learning rate improvement. Our network was designed to
have 7 × 7 grid structure (S = 7), and was tested on only one object class; i.e., “airplane” (C = 1). This
network architecture gives an output tensor with dimensions 7 × 7 × 11.

It is important to note that highly utilized and cited image databases such as PASCAL VOC 2007
and 2012 [15,16], were not used for the training purposes. Preliminary results showed that images
taken by UAVs differed significantly from the images available at the PASCAL VOC databases in terms
of the scene composition and angle at which images were taken. For example, many images from
the PASCAL VOC database were taken from the frontal view, while the images taken by the UAV
consist mostly from the top-down view. Therefore, it was not a coincidence that the networks trained
on the PASCAL VOC database images alone when tested on UAV acquired video feeds proved to be
very unstable with very low recognition confidence (~20%). However, a recognition confidence of
84% was reached when a database containing satellite and UAV-acquired images was used for the
training purposes. The learning rate schedule also depended on the learning data set. While it has
been suggested that the learning rate rises slowly for the first epochs, this may not be true for our
network training. It is known that starting the learning rate at high levels causes models to become
unstable. This project provided a unique opportunity to learn how networks behave when exposed
to new data sets. To avoid overfitting, dropout and data augmentation were used during network
training. For a dropout layer, a rate of 0.5 was used, while for data augmentation, random scaling
and translations of up to 35% of the original image size were implemented. Furthermore, saturation
and exposure of the image were randomized by up to a factor of 2.5 in the hue saturation value (HSV)
color space.

3. Results

3.1. Neural Network Validation

Validation of the CNN was carried out by testing the classification accuracy on a class of objects
labeled “airplanes”. The class of object “airplanes” was created by downloading satellite images of
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airplanes grounded on civil and military airfields across the globe from Google Maps (Figure 3a).
Images from Google Maps were used due to current restrictions on operating UAVs in airfield proximity.
These images consisted of a variety of airplane types and a wide range of image scales, resolutions,
and compositions. For example, images were selected in a way to show airplanes up-close and from
large distances. There was also variation based on the image composition, with most images having
one airplane while others had multiple airplanes. Image quality also varied from high-resolution
images (900 dpi) to very low-resolution images (72 dpi), and so on. An airplane object category was
created using these images for training the network. There were a total of 152 images containing
459 airplane objects in this training dataset.
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The open-source tool known as Bounding Box Label [17] was used to label all airplane instances in
this dataset, creating ground truth bounding boxes. Throughout the training, batch sizes ranging from
42 to 64 were used, while the momentum and decay parameters were determined empirically by trial
and error. The best results were obtained when batch size was 64, momentum = 0.5, decay = 0.00005,
learning rate = 0.0001, and iteration number = 45,000. For testing, the detection threshold was set to be 0.2.

For testing CNN recognition accuracy, a new dataset of 267 images containing a total of
540 airplanes was used (Figure 3b). Results showed (Table 1) that the CNN was able to recognize
“airplane” objects in the data set with 97.5% of accuracy (526 out of 540 “airplane” objects), while
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only 16 instances were incorrectly categorized (14 airplanes were not identified and 2 objects were
wrongly identified). An incorrectly categorized instance refers to a situation when the image contains
an airplane but is not recognized by the network(Figure 4a), or if there is no airplane in the image but
one is labeled by the network as being present in the image (Figure 4b). The positive prediction value
for our CNN was calculated to be 99.6%, false discovery rate was 0.4%, true positive rate was 97.4%,
and false negative rate was 2.6%. More detailed analysis of “YOLO” performance and its comparison
to other CNN algorithms was conducted by Wang et al. [9].

Table 1. Confusion matrix for the object class “Airplane”.

Classification Class
Detected

Airplane Not Airplane

Actual
Airplane 526 14

Not Airplane 2 NA
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3.2. Real-Time Object Recognition from UAV Video Feed

After validation and training, network accuracy was tested in real-time video feed from the
UAV flight. Additionally, detection and recognition of multi-object scenarios were also evaluated.
“Multi-object scenarios” refers to recognizing more than one class/object in a given image [11].
Real-time/ field testing and results can be viewed using this link [18].

Preliminary tests showed that the CNN was able to detect and identify different object classes in
multi-object scenarios in real time from the video feed provided by UAVs with an accuracy of 84%.
Figure 5 shows results from testing the algorithm on multi-object scenarios from UAV supplied video
feed. Figure 5 shows the image sequence from the video feed in which the CNN is able to detect and
recognize two types of objects: “car” and “bus”. The CNN was able to accurately detect and classify
an object (class) in the image, even if the full contours of the object of interest were obscured by third
object, for example, a tree was obscuring the full image of the bus. Furthermore, the CNN was able to
classify and detect objects even if they were not fully shown in the image. For example, at the bottom
image in Figure 5, only partial contours of two cars were shown and a full contour of the third car.
Nevertheless, the CNN was able to accurately detect and classify all three objects as a “car” class.

Based on the high level of detection and classification accuracy attained, there are limitless
opportunities in both commercial and military applications. With simple modifications, the approach
can be successfully applied in many transportation-related projects. Existing applications in this field
including construction site management and infrastructure asset inspections can be greatly enhanced
by leveraging the additional intelligence provided by our approach.
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4. Conclusions

The CNN approach for object detection and classification in aerial images presented in this paper
proved to be a highly accurate (97.8%) and efficient method. Furthermore, authors adapted and then
tested “YOLO”—a CNN-based open-source object detection and classification platform—on real-time
video feed obtained from a UAV during flight. The “YOLO” has been proven to be more efficient
compared to the traditionally employed machine learning algorithms [9], while it was comparable in
terms of detection and classification accuracy (84%), making it the ideal candidate for UAV autonomous
flight applications. To put that into perspective, “YOLO” is capable of running networks on video feeds
at 150 frames per second. This means that it can process video feeds from a UAV image acquisition
system with less than 25 milliseconds of latency. This nearly-instantaneous response time allows UAVs
to perform time-sensitive and complex tasks in an efficient and accurate manner.

Potential Applications in the Transportation and Civil Engineering Field

It is recommended that future work focuses on testing the approach on various images with a
combination of different object classes considering the fact that advancements will have major beneficial
impacts on how UAVs implement complex tasks. Specifically, the focus will be on construction
site management, such as road and bridge construction, where site features can be tracked and
recorded with minimal human intervention. Considering that 3D object reconstruction of construction
sites is gaining ground in the construction industry, the ability for the CNN to recognize 3D image
reconstructed objects must be assessed. Additionally, UAVs and CNNs could be used to improve the
performance of existing vehicle counting and classification tasks in traffic management with minimum
interference. Another application area in the transportation field will also be in the automated
identification of roadway features such as lane departure features, traffic and road signals, railway
crossings, etc. These applications could greatly transform transportation asset management in the
near future.
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