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Abstract 

Sentiment analysis is one of the new challenges appeared in automatic language processing with the advent of social networks. 
Taking advantage of the amount of information is now available, research and industry have sought ways to automatically analyze 
sentiments and user opinions expressed in social networks. In this paper, we place ourselves in a difficult context, on the sentiments 
that could thinking of suicide. In particular, we propose to address the lack of terminological resources related to suicide by a 
method of constructing a vocabulary associated with suicide. We then propose, for a better analysis, to investigate Weka as a tool 
of data mining based on machine learning algorithms that can extract useful information from Twitter data collected by Twitter4J. 
Therefore, an algorithm of computing semantic analysis between tweets in training set and tweets in data set based on WordNet is 
proposed. Experimental results demonstrate that our method based on machine learning algorithms and semantic sentiment analysis 
can extract predictions of suicidal ideation using Twitter Data. In addition, this work verify the effectiveness of performance in 
term of accuracy and precision on semantic sentiment analysis that could thinking of suicide. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Conference Program Chairs. 
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1. Introduction  

Nowadays, social networks have changed the way that people express their opinions and points of view1. This 
opportunity is given through textual publications, online discussion sites, product evaluation websites etc. People rely 
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heavily on this user-generated content. Social networks offer considerable amount of content generated by the user, it 
is important content for analysis and offer more services adapted to the needs of users1,2. In recent years, the majority 
of developments in the field of information and opinion exchange have launched the research work for the analysis of 
feelings expressed on these social networks, presented in the literature as sentiment analysis3. 

The analysis of sentiments uses, among other things, the detection of opinions on social networks, clarifying 
consumer behavior, recommending products and explaining the outcome of the elections. It consists of searching for 
evaluative texts on the Internet such as criticisms, recommendations and analyzing the feelings expressed therein in 
an automatic or manual way, in order to understand public opinion3. Millions of people are using Twitter and ranked 
as one of the most visited sites with the average of 58 million tweets per day2. 

However, social networks such as Facebook, Twitter and Google+ are increasingly associated with many social 
phenomena such as harassment, intimidation, depression4 or even suicide5. This is why it is essential to try to detect 
potential victims as soon as possible in order to reinforce the prevention of suicide using social networks5. In fact, we 
can cite the case of two American rappers Capital Steez7 and Freddy E6 who receive death in the course of commenting 
live their actions on their social networks accounts. 

This research focuses on suicide. Because suicide is simply one of the 20 leading causes of death in the world8. 
Already the pronunciation of suicide word should not be taken with simplicity and lightly. It can be the last cry of 
someone's help, and yet if the signs and clues are recognized at the beginning, lives could be saved. Suicide is 
preventable, it is an act of those who have not been able to accomplish others and the prevention of suicide should be 
the responsibility of everyone. 

Recent research studies have demonstrated that social networks can be used to extract feelings of depression4, which 
makes it easier for us to prevent suicide online5. The content addressed and the phrases used by depression, 
discouragement and suicides are well known and available4. In case of example, these users of social networks are 
often victims of cyberbullying or sexual harassment. In the case of Twitter, it would set up a real time monitoring in 
relation to several risk factors2,9.  

On the other hand, sentiment analysis could lead to several challenges like semantic sentiment analysis which is 
evaluate and implement a new semantic similarity metric to determine the affective content of a word in different 
dimensions10. We have proposed a distance metric based on WordNet to determine the semantic orientation of social 
networks data11. The purpose of this paper is to propose a method of predicting suicidal ideas, to predict suicidal acts 
and ideas using data collected from social. In this work, we use Weka as a data mining tool to extract all useful 
information for the classification of this data according to the machine learning algorithms implemented in Weka. 
Therefore, we present our algorithm to calculate the semantic similarity between the tweets collected from Twitter in 
the training set based on a semantic analysis resource using WordNet. 

The paper is organized as follows: Section 2 presents related works. Proposed method of Suicidal acts analysis is 
in section 3, while presenting the collection of data from social networks based on the vocabulary associated with 
suicide and presenting the proposed algorithm. Section 4 gives experimental results, conclusion and future works are 
given in Section 5. 

2. Related Works 

Social networks have attracted the attention of researchers, which attempts to understand and analyze, among 
others, the structure of interconnection and the interaction of users in social networks. Internet users tend to express 
their opinions and feelings and talk about their lives and activities of everyday life via Twitter3,9,11. The application of 
machine learning methods for the identification of suicide has increased in recent years. The LIWC2007 (Linguistic 
Inquiry and Word Count Version 2007) application judges evaluate emotional and cognitive words and expressions in 
written and oral sentences of individuals. Noting that the use of LIWC2007 could identify and trend an emotional 
post12. The work of Ramirez-Esparza, et al.13 focused on the idea of language markers and on the discussion of feeling 
depression by collecting information from both already depressed people and undepressed forums while using Bulletin 
Board Systems (BBS). They also explain that depressed people who have written in English are more likely to report 
medical problems. 

Sentiment analysis is treated as a task of natural language processing at several levels of granularity. There has been 
a significant amount of research on feeling analysis, rule-based approaches, from bag-of-words to machine learning 
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algorithms. From a classification task at the level of the document in Turney14. It is treated at the level of the sentence 
in Hu and Liu15 and more recently at the sentence level Wilson et al.16. Among the social networks most used as 
Twitter, its users publish tweets on real time and opinions on any topic. Two main areas of mining opinion research 
work either at the level of the document17. The two methods of classification at the document level and at the sentence 
level are generally based on the identification of opinion words or sentences. 

In this work, we compute the semantic similarity of a tweet collected from Twitter and training data. We use several 
machine learning algorithms to build our work. In this context, we focus on pessimistic, bad thoughts and thinking 
through suicide. We evaluate our method and present the results to predict the semantic orientations of Twitter data. 

3. Methodology of Suicidal acts analysis 

The methodological needs of this work can be divided into four main parts: the first is the needs related to the 
manual construction of the vocabulary associated with suicide theme, the second part is about the collection of Twitter 
data, and then the needs related to automatic classification using machine learning algorithms implemented in Weka18, 
the last is the requirements for a semantic analysis of these sentiments to improve our results. The proposed architecture 
of our method of suicide detection based on social network, machine learning and semantic analysis, is shown in 
Figure 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Architecture of our methodology work of suicide detection. 

3.1. Vocabulary associated with Suicide act 

In this subsection, we begin by defining a manual vocabulary associated with the various themes related to suicide 
(fear, depression, harassment, etc.). Subsequently, this vocabulary is divided into several categories and sub-categories 
in order to easily determine the degree of threat of each tweet. For example, in case of harassment via Twitter, it is 
highly necessary to identify the recipient concerned by these tweets because they are the ones who can act. On the 
other hand, because most textual posts on Twitter are published in English, it was preferable to define the vocabulary 
in English. 

3.2. Data collection 

The collection of tweets from Twitter is an essential part in our work. In this sense, Twitter4J API is used to collect 
tweets as shown in Figure 2. Twitter4J is a Java library for programming applications related to Twitter. In addition, 
it is an integrated Java library with all services related to Twitter19. In this work, we collect the tweets using the search 
word defined in the part of the manual vocabulary. The treatment mechanism is used to collect sequential data from 
Twitter and the extraction is performed several times for more tweets. The token and access keys obtained, are 
necessary for the extraction of the tweets in real time from the Twitter page. 
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Fig. 2. Architecture for Tweet collection from Twitter using Twitter4J. 

3.3. Machine learning classification 

Machine learning is a set of classification algorithms that automates the construction of classification algorithms 
using a set of data called the training set. In this work, the training tweets is a set of tweets already affected by the act 
of suicide and built manually, it groups input vectors and their corresponding classes. From this training set, a 
classification model is defined which allows to classify the input characteristics vectors in the corresponding classes. 
Then, the use of machine learning algorithms for the automatic detection of strongly linked suicidal tweets was 
developed by supervised or unsupervised learning20,21. Supervised learning methods are performed by studying the 
characteristics that possibly possessed by tweets in particular suicidal classes. This method usually named after 
classification approach. This classification divides all existing tweets into tweets. While using training tweets and our 
vocabulary associated with suicide theme, the proposed method produces a performance analysis model to determine 
in which tweets have a high risk that the authors of these tweets pass the act of suicide or tweets suspect safely, is 
saying without the author of the tweet will do it. 

Several machine learning methods using Support Vector Machines (SVM), Maximum Entropy and Naive Bayes 
are used for classification22. A number of features can be used for ranking, such as term presence, term frequency, 
negation, n-grams and part of speech23. The use of these main features can be to extract sentences, the semantic value 
of words and tweets. For the case of our work, we propose to study the textual content of tweets, especially associated 
with user profiles to accurately classify user profiles, so we do not consider the tweet of a particular user. On the other 
hand, we have targeted our tweets associated with vocabulary to consider the particular user. 

3.4. Semantic analysis measure based on WordNet 

After applying different machine learning algorithms, we will use semantic analysis. Our method for semantic 
analysis will based on WordNet database, where each term is associated with others11. This database is of English 
words that are interconnected. If two words are close to each other, they are semantically similar. Specifically, we are 
able to determine similarity as synonymous. We map the terms and examine their relationship in the ontology. The 
main task is to use the stored documents that contain terms and then check the similarity with the words that the user 
uses in their sentences. Thus, it is useful to show the polarity of sense to users. For example in the sentence "I feel 
very happy", the term '' happy '' is compared with the feature vector stored synonyms. Suppose 2 terms; "Happy" and 
"satisfied" tend to be very similar to the word "happy." Now, after the semantic analysis, "happy" replaces "happy" 
that gives a positive polarity. 

The study24 provides an approach to the social integration of data and information using semantic technology and 
knowledge representation using ontology. The method uses an algorithm groups words from their similarity between 
them and chooses the root words of the densest groups and semantics research used to improve system performance25. 
The authors of the work26 are proposed a technique for finding experts in social media websites by analyzing social 



 Marouane Birjali  et al. / Procedia Computer Science 113 (2017) 65–72 69 Marouane Birjali / Procedia Computer Science 00 (2015) 000–000 5 

graphs and user interactions post and member groups. They constructed a model from social graphs in order to reflect 
the interests of users based on the implicit and explicit social data from Facebook26. The reason for using a semantic 
analysis in this subsection is to establish the semantic meaning of the new tweets set in relation to training tweets by 
using the semantic meaning of the elements (words) of each tweet. 

The aim of this subsection is to implement the proposed algorithm of semantic analysis of tweets that can advance 
our research. The principal contribution is to propose an algorithm for computing the semantic similarity between 
training tweets and the new test tweets collected by Twitter4J, using WordNet as an external network semantic 
resource. In addition, this contribution will based on Leacock and Chodorow approache27,28. This approach based on 
the combination of the method of informational content and the counting of the arcs method. In fact, the semantic 
measure proposed by Leacock and Chodorow is based on the shortest length between two syntaxes of WordNet. This 
measure is defined by the formula: 
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L is the longest length, which separates the concept root, of ontology, of the concept more in bottom. We indicate 
that ( , B) is the shortest length that separates  of B. 

To compute the semantic similarity between words of new tweets set and words of the tweets training set, we apply 
the following algorithm: 

 
1. InputData : tweetSet, training_tweets 
2. RemoveStopWord (tweetSet) and RemovePunctuation (tweetSet) 
3. For each element ∈ (tweetSet, termOftweet) 
4. Write(tweetSet, termOftweet) 
5. End for  
6. List(IndQuery) = indexing (training_tweets) 
7. SemSim = 0; A = 0; B = 0 
8. For each term ∈ List(termOftweet) 
9. N = wordcount(term) 
10. For each elem ∈ List(IndQuery) 
11. R = wordcount(elem) 
12. A ← A + N × R × Sim(term, elem) 
13. B ← B + N × R 
14. End for 
15. End for 
16. SemSim ← A / B 
17. Return (tweet, SemSim) 

 
The proposed semantic analysis measure is presented by the following formula:   
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i: represents the terms of the training tweets of b. 
j: represents the terms of the new tweet a. 
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qi: is the frequency occurrence of the term i in training tweets q. 
dj: is the frequency occurrence of the term j in new tweet a. 
Sim(i, j): is the semantic similarity measure between the two terms of new tweets i and training tweets j. 

4. Experimental results and Analysis 

For sentiment analysis related on the suicidal acts, we use our algorithm to compute the semantic similarity between 
the new collected tweets and the training tweets already affected by the act of suicide, because this approach requires 
an important semantic similarity score based on WordNet as an external network semantic resource.  

The experiment is performed using the Weka tool. The choice of this tool is suitable for the fact that it is widely 
adapted and used in the field of data mining and machine learning, and easy to manage and use. It is simply compatible 
with the data format we have chosen. The following figure shows the results of Weka's classification of tweets. The 
percentage of suspicious tweets at risk of suicide and tweets suspect to risk compared to suspect tweets. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Suspects tweets with and without risk of suicidal acts. 

As we have already mentioned, we examine the classification using Weka. In this tool, we find all the corresponding 
machine learning algorithms classified in a tab dedicated to classification algorithms. After loading the new tweets 
and training tweets in Weka, we apply the different algorithms on this data. The Weka tool provides options for 
evaluating the performance of the model proposed in this experiment, we consider only two. First, the classification 
algorithms are applied to the set of data. Then we work on cross-validation. The results below shows the evaluation 
of the analysis tests associated with the suicide act of the machine learning algorithm. While using TwitterAPI, only 
the tweets related to our vocabulary are collected. A dataset is built using 892 tweets. The dataset is divided into 
training set tweets and a set of tests. The following tables present the different classification algorithms and the results 
obtained in terms of precision: 

Table 1. Cross-validation of evaluations on classifiers for suspected tweets with risk of suicide. 

Algorithms IB1 J48 CART SMO Naive Bayes 

Precision 77% 81.2% 83.1% 89.5% 87.50% 

Recall 82.2% 84.2% 88.5% 89.11% 78.8% 

F-score 79.5% 82.6% 85.7% 89.3% 82.9% 

Table 2. Cross-validation of evaluations on classifiers for suspected tweets without risk of suicide. 

Algorithms IB1 J48 CART SMO Naive Bayes 

Precision 63% 75.4% 66.7% 70% 61.00% 

Recall 50.5% 72.4% 58.7% 51.4% 76.1% 

F-score 55.8% 63.8% 62.4% 59.3% 67.8% 

67%

33%
Suspects tweets with risk

Suspects tweets without risk



 Marouane Birjali  et al. / Procedia Computer Science 113 (2017) 65–72 71 Marouane Birjali / Procedia Computer Science 00 (2015) 000–000 7 

Figure 4 presents the clustering instances, the incorrectly instances are reported by squares and the correctly 
instances by crosses. By changing the color dimension to other attributes, we can see their distribution within each of 
the clusters. Moreover, Figure 5 shows the confusion matrix indicates the misclassified tweets. In that figure, the tiles 
are tweets misclassified and those of cross-classification. 

 

 

 

 

 

 

 

 

 

Fig. 4. Performance of different classifiers. 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Visualization errors classifier. 

5. Conclusion and Future Work 

As part of this work, we present our potentially method based on different machine learning for using the social 
network Twitter as a preventive force in the fight against suicide. In addition, our work can analyze semantically the 
Twitter data based on WordNet. In our future work, we plan to further improve and refine our techniques in order to 
enhance the accuracy of our method. Thereafter, we involved to test multilingual WordNet for tweets and to orient 
this work in a big data environment. 
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