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Abstract Hybrid optical-wireless broadband access net-
work (HOWBAN) takes full advantage of the high capacity
and reliability of the passive optical network and the flex-
ibility, ubiquity of the wireless network. Similar to other
access networks, the issue of high energy consumption is
a great challenge for HOWBAN. In HOWBAN, optical net-
work units (ONUs) consume a great amount of energy. The
sleep of ONUs can greatly improve the energy efficiency
of HOWBAN. However, the quality of service (QoS) will
be decreased while the packets are waiting in ONUs and
optical line terminal. In this paper, we propose a QoS-aware
energy-saving mechanism. A dynamic bandwidth allocation
mechanism is designed to guarantee the QoS, where different
priorities are considered. Meanwhile, we employ different
sleep strategies by taking different priorities’ tolerant delays
into account to prolong the sleep time of ONUs. Then, based
on the evaluation of packet delay, the optimal sleep parameter
is derived to maximum the energy efficiency. In addition, a
load balancing and resource allocation mechanism is adopted
in the wireless domain to reduce the delay and congestion
caused by ONUs’ sleep. Results show that the proposed
mechanism can effectively improve the energy efficiency and
meet the QoS requirements of packets.
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1 Introduction

Passive optical network (PON) has the advantages of high
bandwidth, long distance and high reliability, but it is not
flexible and its deployment cost is high [1]. On the con-
trary, wireless mesh network (WMN) has the advantages of
promising flexibility and low cost, but its bandwidth capac-
ity is low [2,3]. HOWBAN combines the advantages of PON
and WMN, thus becomes an important solution to the next-
generation access networks. Figure 1 presents a HOWBAN
architecture that integrates Ethernet PON (EPON) with the
WMN. Each PON has a unique optical line terminal (OLT),
which is located at the Central Office (CO) and connected to
multiple optical network units (ONUs). On the other hand,
the WMN is composed of several Mesh Points (MPs) [4]. The
MP directly connected to the ONU is called wireless gate-
way, which completes the packet transmission between the
wireless network and the PON. In the upstream direction, the
users access the network through the MPs and users’ packets
are forwarded to the ONUs along wireless links. In the down-
stream direction, the packets from the Internet are sent to the
OLT, and then are broadcasted to the ONUs. Consequently,
the packets are routed to the users by MPs [5].

Statistics show that the energy consumption of informa-
tion and communication technology (ICT) accounts for about
8% of the world’s total energy consumption [6,7]. Mean-
while, as an important part of the entire network, the access
network consumes about 70% of the ICT energy [8,9]. How-
ever, its equipment’s utilization rate is less than 15% [10].
With traffic’s explosive growth, the huge energy consump-
tion will restrict HOWBAN’s large-scale application. The
sleep of ONUs can effectively improve the energy efficiency
of HOWBAN, but it will lead to the degradation of QoS due to
the increase of packets’ queuing, and rerouting delay. There-
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Fig. 1 Architecture of HOWBAN

fore, it is a great challenge to maximum the energy efficiency
when different QoS requirements are met.

From the perspective of traffic characteristic, the pack-
ets of HOWBAN mainly consist of two types, namely
high-priority packets and low-priority packets. Wherein the
high-priority packets’ delay requirements are higher, thus the
long sleep time of ONU will lead to a sharp decline of QoS
performance. On the contrary, low-priority packets are not
sensitive to delay, so longer sleep time of ONU will improve
the energy efficiency and won’t degrade the QoS perfor-
mance. Obviously, the sleep of ONU has different effects on
different priorities because of their different delay tolerances.
Therefore, it is necessary to design the optimal sleep time to
improve the energy efficiency based on different priorities’
delay tolerances. In addition, the connection status between
the ONU and the wireless gateway changes dynamically due
to the ONU’s switching between sleep state and active state.
In other words, the sleep of ONU will break the connection.
Then, the upstream packets cannot reach the ONU and are
buffered in the WMN, which will degrade the QoS perfor-
mance of high-priority packets significantly. Therefore, the
connection status and link quality should be fully consid-
ered to guarantee high-priority packets’ delay requirements
by selecting another active ONU to reroute the high-priority
packets.

Currently, researchers have proposed several energy-
saving mechanisms. Reference [11] proposes an energy-
saving mechanism based on dynamic bandwidth allocation,
where the OLT allocates uplink slots to the ONU and the
ONU sleeps in other time slots. However, the mechanism
does not consider packets’ different priorities and the delay of
high-priority packets is large. Reference [12] proposes aload-
aware sleep mechanism. Whenever the ONU load is less than
a threshold and the remaining load can be transferred to other
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ONUs, the ONU sleeps for a period. However, the mecha-
nism does not consider users’ QoS performance. In addition,
the transition increases the packet delay. Reference [13] pro-
poses a periodic sleep energy-saving mechanism. The OLT
calculates an optimal wake-up time and sends it to the ONU.
Then, the ONU sends a confirmation message to the OLT and
sleeps. Nevertheless, the energy efficiency is low. Reference
[14] extends EEE packet coalescing by considering QoS pri-
orities and improves the QoS support for video delivery by
proposing a green QoS differentiated routing strategy. More
specifically, packets of all links will be firstly assembled at
the node and each time when high-priority packets arrive, the
coalescing period will be interrupted and all the waiting pack-
ets will be sent out in the next transmitting period. To better
guarantee QoS for video traffic, the capacity and delay-aware
routing (CaDAR) scheme is adopted to route high-priority
traffic flows, whereas a concentration routing strategy is used
to reroute low-priority traffic flows. Reference [15] proposes
a green mechanism with different classes of service. The
OLT assigns time slots to the ONU depending on the class
of service and the ONU sleeps in other time slots. However,
such mechanism cannot take full advantage of existing con-
nections between other active ONUs and wireless gateways
when the ONU is sleeping. Therefore, the energy efficiency
is also low.

To solve the above problems, a QoS-aware energy-saving
mechanism (QESM) is designed. A dynamic bandwidth allo-
cation mechanism is designed by taking different priorities
into account to guarantee the QoS. Then, considering differ-
ent tolerant delays of different priories, we design different
sleep strategies to prolong the sleep time of ONUs. In order to
maximum the energy efficiency, the optimal sleep parameter
is obtained based on analysis of the packet delay. Mean-
while, a load balancing and resource allocation mechanism
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is designed in the wireless domain to avoid the degradation of
QoS performance due to the sleep of ONUs. Eventually, the
network not only meets the QoS of packets, but also achieves
the highest energy efficiency. Our contributions are summa-
rized as follows:

Firstly, we design a dynamic bandwidth allocation mech-
anism to guarantee different QoS requirements and improve
the bandwidth utilization where different priorities are con-
sidered.

Secondly, based on tolerant delays and analysis of the
packet delay, the optimal sleep time is derived to prolong
ONUs sleep time, further improve the energy efficiency.

Lastly, we propose a load balancing and resource alloca-
tion mechanism to reduce high-priority packets’ delay and
ONUs’ congestion due to ONUs’ sleep.

The remainder of the paper is structured as follows. The
proposed mechanism is described in greater detail in Sect. 2.
We evaluate the performance of our proposed mechanism,
and compare it with some of previous works in Sect. 3.
Finally, Sect. 4 concludes the paper.

2 QoS-aware energy-saving mechanism

As known, there are different services in the network, such
as video on demand, voice over Internet protocol and e-
mail. As a result, the packets in the network have different
priorities and QoS requirements. Although researches have
proposed many mechanisms to improve the energy effi-
ciency of the HOWBAN, they seldom consider different
QoS requirements simultaneously. Therefore, the QoS-aware
energy-saving mechanism is proposed to improve the energy
efficiency when different QoS requirements are met. The
proposed energy-saving mechanism consists of three parts:
dynamic bandwidth allocation, determination of the optimal
energy efficiency, load balancing and resource allocation.

2.1 Dynamic bandwidth allocation

In EPON, the OLT allocates bandwidth (time slots) to each
ONU by polling them. During the granted time slots, ONUs
transmit or receive packets, whereas outside the granted slots,
ONU s sleep to save energy. However, as mentioned above,
long sleep time will increase packet delay and short sleep
time will increase the energy consumption due to frequent
wake-up. Thereby, to improve energy efficiency, areasonable
bandwidth allocation mechanism is designed to reduce the
switching frequency and increase the ONU sleep time.
When ONU i completes data transmission within the
granted time slots, it sends a report message to the OLT,
which contains the queue statuses of high-priority and low-
priority packets. After receiving all ONUs’ report messages,
the OLT derives the granted slots for all ONUs in the next

polling cycle. The polling cycle Teycle consists of granted
slots and guard slots, can be expressed as follows:

N
Tcycle = Z (Térant + Tg) (1)
i=1

where N is the number of ONUs, T, is ONU i’s granted
slots, and Ty is the guard slot.

Long sleep time will increase the waiting delay and
degrade QoS performance of high-priority packets due to
their sensitivity to delay. On the contrary, low-priority pack-
ets can tolerate some delay, but short sleep time will lead to
the frequent wake-up of ONU and low energy efficiency. For
convenience, we call the ONU that has high-priority packets
as HONU, and the ONU that only has low-priority pack-
ets as LONU. After receiving all ONUS’ report messages,
the OLT can judge whether it is a HONU or a LONU. To
improve the energy efficiency and meet different priorities’
QoS, we allow HONU to sleep within one polling cycle and
LONU to sleep for more than one polling cycle. In traditional
mechanisms, the ONU needs to exchange messages with the
OLT in each polling cycle to determine its sleep and wake-up
time in the next polling cycle and monitor whether there are
downstream packets to be received. In order to reduce the
energy consumption caused by the exchange of messages,
the ONU that sleeps continuously doesn’t need to exchange
messages with the OLT in each polling cycle and the polling
cycle Teycle is set to be constant.

In the proposed mechanism, to guarantee high-priority
packets’ QoS, the OLT allocates bandwidth to high-priority
packets firstly, then to low-priority packets. However, when
the LONU that has slept for more than one polling cycle
wakes, it should be allowed to transmit packets. Therefore,
to ensure the QoS of the low-priority packets in the LONU,
bandwidth blz is allocated to the k-th LONU. It should be
noted that b]i can be known by the OLT from LONU’s report
messages. When allocating bandwidth, if there is no LONU,
the OLT will not reserve bandwidth b’z. As aresult, the aver-
age bandwidth allocated to a HONU is obtained as Eq. (2).

1 (Teyele — N x Ty) X R &
B;Wgz N_n X[ cycle 8 g _Zb]l(‘ (2)
k=1

where R is the upstream transmission rate between OLT and
ONU, n is the number of LONU.

Let BiH and BiL be the i-th HONU’s request bandwidth
for high-priority queue and low-priority queue, respectively.
To ensure the fairness of each HONU and avoid that other
HONU s cannot get the bandwidth, the granted bandwidth for
HONU i’s high-priority queue is as follows:

avg . H avg
Gl = B it e
BH, ifBH < B

3
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In general, some HONUSs’ bandwidth requests are higher
than Bia *€ whereas some HONUs’ bandwidth requests are
lower than Bia *2 due to the uneven distribution of users and
traffic. Therefore, there may be remaining bandwidth Bogget,
can be calculated as:

N
Boffset = Z (Blavg _ BlH — BlL) -5 (Blavg — BIH — BlL)
i=1
“
where § (Bla Ve _ BiH - Bll‘) is a step function.

In order to improve bandwidth utilization, the remaining
bandwidth By is proportionally allocated to the high-
priority queues which haven’t got enough bandwidth as
follows:

GHS — RiH X Boffset )
TS B B0 (5 - B

l
where RlH is HONU i’s lacking bandwidth, it can be
expressed as Eq. (6).

Rl = B/" — B™® (6)

After the above bandwidth allocations for high-priority
queues, HONU i’s granted bandwidth for high-priority queue
is expressed as Eq. (7).

GH =GHF 4 GFS @)

Moreover, if there is still remaining bandwidth, and there
are bandwidth requests for low-priority packets, we further
allocate the remaining bandwidth to them similarly to Eq. (5).
Otherwise, the process of bandwidth allocation ends. Let G IL
be the granted bandwidth for HONU i’s low-priority queue,
then ONU i’s total granted bandwidth is shown in Eq. (8).

H L. ..
Béram _ {gLI’ + GF, ;fls(z\IUz isa HONU @®)

Atthe beginning of each polling cycle, the OLT broadcasts
grant messages to all ONUs. Then, ONU i transmits packets
within the granted slots and sleeps outside the granted slots.
The overhead time spent switching an ONU from sleep state
to active state is To. Therefore, the HONU i’s sleep time T;;I
is obtained as Eq. (9).

Tlii = Tcycle - Tgirant — Ton
Bl %8
= Tcycle - % — Ton ©

The LONU can tolerate some delay, so the sleep time of
LONU i is set to be more than one polling cycle as follows:
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Tz =m - Teycle (10)

The sleep time TLi has a great effect on the energy effi-
ciency. The longer time the ONU sleeps, the higher energy
efficiency can be achieved, but the delay of packets increases.
On the contrary, the shorter sleep time signifies a shorter
packet delay, but the energy efficiency decreases. Obviously,
the tradeoff between the energy efficiency and packet delay is
crucial to allow ONUs to sleep as long as possible and mean-
while meet the delay requirements of packets. According to
the analysis of delay performance in Sect. 2.2, the optimal
sleep parameter m can be obtained.

2.2 Determination of the optimal energy efficiency

As mentioned earlier, the ONU sleep time is dynamically
derived based on different priorities and their tolerant delays
to achieve the optimal energy efficiency and satisfy users’
QoS. However, the sleep parameter m determines the ONU
sleep time T/, further affects packets’ delay and the energy
efficiency. In this paper, the optimal sleep parameter m is
derived according to analysis of packets’ delay under specific
arrival rate A.

Without loss of generality, low-priority packets are
assumed to arrive at a Poisson process with rate A and the ser-
vice times have a general distribution. Therefore, the M/G/1
queuing model is adopted to analyze the packet delay.

In the WMN, the propagation delay is negligible because
the distance between two adjacent MPs is relatively short.
Then, the delay for link u—v d,, consists of transmission
delay, slot synchronization delay and queuing delay, it can
be obtained as follows [16]:

1 1 Auv
+ +
2 Cyy mCyy (UCyy

dMU -

= (11)
UCyy

- )"uv)

where 1/ is the average packet length, Cy,, is the capacity
of link u—v and A, is the arrival rate at link u—v.

Based on the delay for a single-hop link, the delay for a
wireless path can be derived as follows:

D(W) = Z d, (12)

0€ Py

where Py is the k-th path and o is a single-hop link on 7.

The upstream packets which arrive at ONU during the
sleep period have to wait until ONU’s sleep period ends.
Besides, after the sleep time expires, the ONU needs to syn-
chronize and recover clock. Therefore, the average waiting
delay during sleep and synchronization periods is obtained
as Eq. (13).

T, + T,
D[I] = % (13)
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After the ONU wakes, it transmits packets during the grant
slots. The expected waiting time in queue is calculated as
Eq. (14) [17].

AE {X?}

D[A] =
Al 2(1 —p)

(14)

where X is the service time, p = A/ = AX and E {Xz} is
the second moment of service time, which can be expressed
as Eq. (15).

E {XZ} = X2 402 (15)

where o2 denotes the variance of service time and can be
obtained as follows:

0% =a x (x — Tayg)® + B x (mTeycle —

Tave)? (16)
In Eq. (16), Tayg denotes the average value of the service
time for all types of traffic and is calculated as Eq. (17).

mTCycle + Tgrant

5 a7

Tavg =

In Eq. (16), « is the ratio of sleep slots to total slots and g
is the ratio of granted slots to total slots, can be obtained as
follows:

T
o = grant (1 8)
m Tcycle + Tgrant
mT,
ﬂ _ cycle (19)

mTcycle + Tgrant

Based on the above analysis, the total delay of a packet is
derived as Eq. (20).

D = D[W]+ D[I] + D[A] (20)

In EPON, ONU sleep time is limited to 50ms due to the
multi-point control protocol. Therefore, we can obtain the
constraint as follows:

mTeycle < 50 (21)

Let D, be the delay requirement of the low-priority packet,
then we can obtain constraint (22).

D < D, (22)

Based on the above two constraints (21) (22), the maxi-
mum m can be derived. Then, the optimal energy efficiency
can be achieved. Therefore, the maximum m is the optimal
sleep parameter we want.

2.3 Load balancing and resource allocation

In this section, a load balancing and resource allocation
mechanism is proposed to reduce high-priority packets’
delay and ONUSs’ congestion.

The path quality has a great effect on the end-to-end delay
of wireless path. Good path quality signifies low path delay.
In addition, the ONU load affects the arrived packets’ waiting
delay. As known, high ONU load will result in high waiting
delay. Therefore, both path quality and ONU load should be
considered to improve packets’ delay performances.

We use the airtime metric defined in the hybrid wireless
mesh protocol (HWMP) to evaluate the path quality, where
channel access overhead Oc,, protocol overhead O,, and
frame error rate er are fully considered [18]. The airtime
metric of link o is calculated as follows:

B 1
C() == Oc;_[ + OP + I (23)
r 1 —ef

where B is the number of bits in a test frame and r is the bit
rate.

In HWMP, the airtime metric is the default parameter for
path selection. When node A wants to find a path to node
B, it will broadcast a Path Request (PREQ) message. Then,
the nodes that receive the PREQ message will forward it to
other nodes. When a node is forwarding a PREQ message,
it will add the airtime metric between it and its predecessor
to the Metric field of the PREQ message and forward the
PREQ message to its successor. In this way, a node can know
the airtime metrics of other links. The destination node will
receive some PREQ messages which come from different
paths and then select the optimal path based on the airtime
metrics recorded in the Metric field of the PREQ message.
Eventually, the destination node sends a Path Reply (PREP)
message to the source node to establish the forwarding path.

Based on the airtime metric, the path quality is obtained
as Eq. (24).

Pi=73 Co 4)

o€ePy

where Py is the k-th path and o is a single-hop link on P.
In the HOWBAN, ONUs periodically broadcast state
information to MPs. The MPs directly connected to the ONUs
receive the broadcast information firstly, and then forward the
information to other MPs which haven’t received the infor-
mation yet. Finally, the MPs can receive the broadcast of an
ONU that locate far away. Then, each MP derives the wire-
less path with the optimal path quality to ONUs based on
Eq. (24). In addition, the state information broadcasted by
ONUs also includes ONUs’ load information. To accurately
assess an ONU'’s load state, the average load of ONU i can
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be calculated as Eq. (25).

NPy x AP
X0 () = —— (25)
where NPy is ONU i’s total received packets during the k-th
slot, AP is packet size, and M is slot length, as well as ONU’s
broadcast cycle.
ONU i can record the sequence of the previous n slots’
average loads as follows:

XO = {30 1) 2 @), ... 2O )] (26)

When selecting the destination ONUs, MPs need to deter-
mine ONUs’ load states in the next slot according to the
previous load records to keep away from the high-load ONUs.
Obviously, ONUs need to predict their average loads in the
next slot and broadcast them to MPs. The accuracy of the
predicted results will directly affect the selection of destina-
tion ONUs and then affect transmission delay of upstream
packets. Discrete gray prediction model (DGM) develops a
mathematical model based on small and incomplete discrete
information. Moreover, it has the advantages of requiring less
sample data, high prediction accuracy and low computational
complexity. Currently, DGM (1, 1) is the most widely used
model, which is a sequence-oriented DGM with one variable
and the first-order differential equations. Besides, when raw
data approximately follows exponential distribution, the pre-
diction accuracy is much higher. We use the DGM (1, 1) to
predict ONUs’ loads in the next slot to determine whether
there is congestion because ONUSs’ received upstream pack-
ets approximately follow the exponential distribution [19].
Based on the DGM (1, 1) established in “Appendix”, ONU
i’s average load in the next slot xl-(o) (n + 1) can be obtained.
After receiving the broadcast messages from ONUs, which
contain ONUs’ current average loads and the predicted aver-
age loads, MPs calculate the average load of all ONUs in
current slot and next slot as follows:

N
X(n) = %Z%@ (n) 27)
i=1
1 N
X(n+1) = Nin(O)(n—i—l) (28)
i=1

To accurately determine whether ONU i is congested, we
consider ONU i’s loads of two consecutive slots. If xl.(o) (n) >
A+ X andx® (n+1) > (1 +y) X (n + 1), ONU
is congested. On the contrary, if xl.(o) (n) < (1 —y)X (n)and
9 (n+1) < (1 =) X (n + 1), ONUi is at low load. Oth-
erwise, ONU i is steady. In order to relieve high-load ONU’s
congestion, we need to transfer part of high-load ONUs’ traf-
fic to other low-load ONUs. Among the low-load ONUs, the
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ONU that is on the path with optimal path quality is chosen as
the transferred ONU. The load transfer ratio can be obtained
by Eq. (29).

P+ D =X+ 1)
4+ 1)

(29)

where p is the ratio of the traffic to be transferred to the total
traffic in ONU i.

To transmit the delay-sensitive high-priority packets, the
wireless path with the optimal path quality is chosen and the
ONU on the path s called primary ONU. When the load of the
primary ONU is high, we reroute the low-priority packets to
other ONUs to reduce the primary ONU’s load and packets’
waiting delay. When the primary ONU sleeps, the wireless
path with the suboptimal path quality is chosen and the ONU
on the path is called secondary ONU. Then, high-priority
packets will be transmitted through the secondary ONU and
low-priority packets will be transmitted through the primary
ONU after it wakes to avoid the congestion of the secondary
ONU. To make it clear, we summarize the main procedures
of the QoS-aware energy-saving mechanism and show the
pseudo-code in Algorithm 1.

Algorithm 1 QoS-aware Energy-saving Mechanism (QESM)
1: Allocate bandwidth for all ONUs;
2: for each ONU i do

3:  record the sequence of the previous 7 slots’ average loads;

4:  predict the average loads in the next slot: x” (n+1);

5. broadcast messages that contain x”(n+1) to MPs;

6: end for

7: for each MP do

8:  update messages;

9:  calculate the average loads of all ONUs in current slot and next
slot: X (), X (n+1);

10: end for

1 (5% (n)>(1+7) X (n)) & &x” (n+1)> (1+7) X (n+1) then

12:  calculate the load transfer ratio p;

13:  transfer part of high-load ONUSs’ traffic to other low-load ONUs;

14: else

15: wait for transfer;

16: end if

17: for each ONU i do

18: if ONU i is a HONU then

19: sleep time is 7}, ;
20:  else

21: sleep time is 7 ;
22:  endif

23:  sleep and wake based on designed time;
24: end for
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Fig. 2 Simulation topology

3 Performance evaluation

In this section, we present the performance evaluation of
our proposed mechanism by Network Simulator 2. The net-
work topology is shown in Fig. 2 [10], which is composed
of 20MPs, 5 ONUs and 2 OLTs. Then, we compare the pro-
posed mechanism (QESM) with DQAE mechanism [13] and
SLAB mechanism [15].

To verify the effectiveness of the proposed mechanism, we
compare and analyze the above three mechanisms at different
network loads. Performance indicators are as follows:

a. ONUs’ total energy consumption (TE)

The value of TE is the sum of total energy consumed by all
ONUs under both active and sleep states, can be expressed
as:

N N
TE = Py, (Z Ta’éﬁve> + Poma? (Z 5) (30)
n=1

n=1

where P(‘;‘,f&i"e and Pg,lffp are the power of each ONU with the
active state and sleep state, respectively, 7; and T, . are the
sleep duration and active duration of ONU n, respectively.
b. Energy consumption per Erlang (EPE)
EPE is the ratio of total energy consumption to the network
load (measured in Erlang).
c. Average path delay from the access MP to the OLT (APD)
APD is the ratio of all packets’ path delays to the number
of packets, can be calculated as follows:

num
Z (tq,receive - tq,arrive)
APD = = 31)

num

where 4 arrive represents the time when the g-th packetarrives
at the access MP, #; receive T€presents the time when the OLT
receives the g-th packet, and num is the number of all packets.
d. Sleep duration ratio (SDR)

SDR is the ratio of total sleep duration for each ONU to
the total simulation time for all ONUs, can be expressed as:

N

2T

SDR = = (32)
. Tsim

where Ty, is the simulation time for each ONU.

The simulation parameters are given in Table 1.

The total energy consumption of ONUs directly reflects
the energy efficiency of the energy-saving mechanisms.
Figure 3illustrates the total ONU energy consumptions of the
three mechanisms at different network loads. Clearly, with
the increase of the network load, the total energy consump-
tions rise gradually. This is because that the ONU needs to
forward more and more packets and the sleep time of ONU is
relatively shorter. Moreover, the QESM mechanism chooses
different ways of sleep according to different priorities. That
is, the ONU that has high-priority packets sleeps within one
polling cycle, whereas the ONU that only has low-priority
packets sleeps for more than one polling cycle. Therefore,
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Table 1 Simulation parameters

Parameter Value
Simulation time 1000s
Scenario size 1600 m x 1600 m
Maximum capacity of a wireless link 54 Mbps
Total capacity of each ONU 100 Mbps
ONU power consumption in active state, 5.052,0.75W
sleep state
Length of a polling cycle 2ms
ONU overhead time 0.125ms
OLT-ONU link capacity 1 Gbps
100 ~
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o |
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= |
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& |
S 40
o i
S 304
(e}
= |
20
10
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0 20 40 60 80 100 120 140 160 180 200 220
Network load (Erlang)

Fig. 3 Total energy consumption of ONUs

QESM’s energy efficiency is higher than those of the other
two mechanisms due to the increase of ONUs’ sleep time.

Figure 4 shows the energy consumptions per Erlang of
the three mechanisms. The results show that the energy con-
sumptions per Erlang are higher when the network load is
low. This is because that the ONU needs to wake-up even the
number of packets is small when the network load is low. In
addition, the performance of QESM is better compared with
the other two due to QESM’s different responses to different
priorities.

The average path delay for high-priority packets is an
important indicator of users’ QoS performance. Figure 5
shows that the average path delay for high-priority pack-
ets rises with the growing network load. The main reason is
that the increasing number of packets leads to the congestion
in nodes and over links. Then, the queuing delay rises and
the sleep of some ONUs further increases the queuing delay.
However, a load balancing and resources allocation mecha-
nismis adopted in the QESM, where high-priority packets are
forwarded on the path with the optimal path quality and low-
load ONU. Therefore, high-priority packets’ average path
delay in QESM is lower than those in the SLAB and DQAE.
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Fig. 5 Average path delay for high-priority packets

Figure 6 shows the average path delays for low-priority
packets at different network loads. As can be seen, the
average path delays for low-priority packets rise with the
increasing network load due to the increase of queuing delay
and transmission delay. The QESM mechanism takes full
advantage of low-priority packets’ tolerant delay to increase
ONUs’ sleep time and further improve the energy efficiency.
Therefore, when the network load is low, the average path
delay for low-priority packets in QESM is a little higher
than those in the other two. However, when the network load
increases to a certain extent, the average path delay for low-
priority packets in QESM is lower than those in the other two
due to the load balancing and resources allocation mecha-
nism’s adoption.

Figure 7 shows the SDRs of QESM, DQAE and SLAB
mechanisms, respectively. As can be seen, the SDRs decrease
gradually with the increase of network load due to the
decrease of sleep time. The QESM mechanism allows the
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Fig. 7 SDR at different network loads

ONU that only has low-priority packets to sleep for more
than one consecutive polling cycle. Therefore, the sleep time
increases due to the decrease of ONUs’ overhead time. From
the results, we can see that the SDR performance of the
QESM mechanism is higher than those of DQAE and SLAB
mechanisms by 22.5 and 38.3%, respectively.

In our proposed mechanism, the high-priority packets
arriving during ONUS’ sleep periods will be transferred to
other active ONUs. However, the process of transfer will
consume extra energy. As can be seen from Fig. 8, the extra
energy consumption decreases with network load’s increas-
ing. This is because that the higher is the network load, the
smaller is the number of sleeping ONUs. As a result, the
smaller is the number of packets that should be transferred.
On the whole, the little extra energy consumption doesn’t
affect the high energy efficiency of our proposed mechanism.

100~

90 .
—a— Total energy saving

80 —e— Extra energy consumption
70
60
50

40

Percentage ( %)

30
20

10

M

0 L e e L B I R L N B
0 20 40 60 80 100 120 140 160 180 200 220
Network load (Erlang)

Fig. 8 Extra energy consumption

4 Conclusions

In this paper, a novel QoS-aware energy-saving mechanism
is proposed to reduce the energy consumption of HOWBAN.
Based on consideration of different priorities, a dynamic
bandwidth allocation mechanism is proposed to guarantee
the QoS; at the same time, different sleep strategies are
designed for different priorities to prolong the sleep time
of ONUs. In order to further maximum the energy saving,
the optimal sleep parameter is derived based on analysis of
the packet delay. In addition, a load balancing and resource
allocation mechanism is designed in the wireless domain to
avoid the degradation of QoS performance due to the sleep
of ONUs. Results show that the energy efficiency can be
dramatically improved by our introduced mechanisms.
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Appendix
The detailed process of the DGM (1, 1) is as follows:
Step 1 Accumulated generating operation

The sequence of the previous n slots’ average loads for
ONU i is expressed as follows:

X©O = {x<°> My, x®@2), ... x© (n)] (33)
Making one accumulated generating operation (1-AGO)

X = {xm M, xD @), ..., xD (n)} (34)

@ Springer



Photon Netw Commun

where xW (k) = Y5 x©@ (i), k=1,2,...,n

1-AGO makes any nonnegative, fluctuant and nonfluc-
tuant column translate to nondecreasing and increasing
column, which weakens the randomness and strengthens the
regularity.
Step 2 Establishment of DGM (1, 1)

The DGM (1, 1) mode is established as follows:

Dk +1) = ix k) + B2 (35)

Step 3 Solutions of parameters
Let B = [B1, ,BZ]T be the parameter column, and

xM(2) xM (1) 1
xM(3) xM(2) 1

Y =|. ., B=|. ) (36)
;c(l) (n) ;c(l) n—1 i

Then, we can get

p=(5"8)" By = [/{Z;] (37)

Substituting ¥ and B into Eq. (37), 81, B2 are given by
C im0 ) — 3T kD - 30 k)
1 L0 0 - ot [ <0 ]

n—

B

(38)

n—1
fr= — [Zx(“(k+l)—ﬁnzx(”(k)] (39)

n—1
k=1 k=1

Step 4 Acquirement of prediction equation
Substituting By, B> into Eq. (35), then the recurrence func-
tion of DGM (1, 1) is obtained as follows

(1=81)

2D k4 1) = O (1) +
1—pB1

, k=1,2,...,n—1
(40)

The prediction equation is obtained by inverse 1-AGO as

O+ =D xk+1D)-xV %), k=1,2,....,n—1
(4D

where £ (k 4 1) is the predicted value of ONU i’s average
load in the next slot.
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