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How eukaryotic chromosomes fold inside the nucleus is an age-old question that remains unanswered today.
Early biochemical and microscopic studies revealed the existence of chromatin domains and loops as a
pervasive feature of interphase chromosomes, but the biological implications of such organizational features
were obscure. Genome-wide analysis of pair-wise chromatin interactions using chromatin conformation cap-
ture (3C)-based techniques has shed new light on the organization of chromosomes in interphase nuclei.
Particularly, the finding of cell-type invariant, evolutionarily conserved topologically associating domains
(TADs) in a broad spectrum of cell types has provided a new molecular framework for the study of animal
development and human diseases. Here, we review recent progress in characterization of such chromatin
domains and delineation of mechanisms of their formation in animal cells.
Introduction
It has been more than a century since Rabl and Boveri proposed

that chromosomes in eukaryotic cells exist in discrete chromo-

some territories (CT) in interphase nuclei (Boveri, 1909; Rabl,

1885). After a period when the CT concept had been abandoned

in favor of an alternative model of intermingled chromatin fibers,

recent technological advances have led to accumulation of

compelling evidence that allowed this model to be fully estab-

lished and extended (Cremer and Cremer, 2010). It is now clear

that CT is a major feature of the chromosome architecture. Ac-

cording to this model, each chromosome resides in a separate

territory in the nucleus. So far, no clear rules have been identified

to govern the positions of CTs in the nucleus, and it appears that

during each cell division the CTs are re-shuffled randomly. How-

ever, some preferences for radial positions by chromosomes

have been noted (Cremer and Cremer, 2010).

While the territorialmodel of chromosomal organizationhasnow

been generally accepted, the internal structure of the chromo-

somes is much less understood. Recent studies suggest that

each chromosome is comprised of many distinct chromatin do-

mains, referred to variably as topological domains or topologically

associating domains (TADs), that are hundreds of kilobases to

several million bases in length (Dixon et al., 2012; Jackson and

Pombo, 1998; Ma et al., 1998; Nora et al., 2012; Sexton et al.,

2012). These chromatin domains are stable formanycell divisions,

invariant across diverse cell types, and evolutionarily conserved

in related species. Because of the high degree of conservation,

these chromatin domains have been considered the basic units

of chromosome folding and regarded as an important secondary

structure in chromosome organization (Cremer and Cremer,

2010; Dekker and Heard, 2015; Sexton and Cavalli, 2015).

The discovery, characterization, and function of chromatin

domains have been covered recently by a number of excellent
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reviews (de Laat and Duboule, 2013; Dekker and Heard, 2015;

Gorkin et al., 2014; Rowley and Corces, 2016; Sexton and Cav-

alli, 2015), but important questions remain. For example, the

exact nature of the chromatin domains has not been clarified,

leading to inconsistent definitions of domain boundaries in the

genome by different groups (Dixon et al., 2012; Filippova et al.,

2014). The lack of a clear definition of chromatin domains has

also led to them being referred to sometimes as domains and

sometimes as loops (Rao et al., 2014). Most importantly, the

mechanisms of their formation continue to be unresolved,

though a number of different models have been proposed over

the years (Dekker and Mirny, 2016; Rowley and Corces, 2016;

Sanborn et al., 2015; Vietri Rudan and Hadjur, 2015). In this

review, we attempt to provide a unified definition of chromatin

domains by considering themultiple orthogonal lines of evidence

that support this concept. We propose here that the essential

feature of the chromatin domains is that they perpetuate through

mitosis and are conserved among different cell lineages in ani-

mals. We discuss the physical and biochemical models that

have been put forward to explain such properties of the chro-

matin domains.

Converging Evidence of Chromatin Domains in Animal
Cells
With 146-bp DNA wrapped around a histone octamer in about

1.5 turns, the nucleosome is the basic structural unit of chro-

matin. Nucleosomes assemble into 10 nm chromatin fibers as

beads on a string, which in turn fold into higher-order structures,

the details of which have remained unresolved. In mammalian

cells, some of the clearest early evidence for domain partitioning

of the genome in interphase comes from studies of DNA replica-

tion timing (Ferreira et al., 1997; Sparvoli et al., 1994) (see review

by Rivera-Mulia and Gilbert, 2016). Using bromo-deoxy-uridine
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Figure 1. Converging Evidence of
Chromatin Domains in Animal Cells
(A) BrdU pulse-chase labeling followed by immu-
nofluorescence imaging showed that replicon
clusters are stable over many cell divisions.
A schematic of replication clusters in the nucleus as
visualized immediately or 5 days and 10 days after
BrdU labeling are shown. The replication clusters
remain together even after multiple cell divisions.
Image data are from Jackson and Pombo (1998).
(B) Maps of replication domains and chromatin
interactions by Repli-chip and Hi-C, respectively,
show one-to-one correspondence between repli-
cation domains and TADs. A schematic of TADs is
on the right. Figure adopted fromPopeet al. (2014).
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(BrdU) pulse labeling of early S phase nuclei followed by 3D fluo-

rescence imaging, Ma et al. (1998) found nearly 1,100 sites of

DNA replication, called replication sites (RS), in NIH 3T3 cells.

They found that each RS contains 5–6 replicons, and the replicon

clusters persist after many cell divisions. They also found that the

average size of the RS was about one million bases. Indepen-

dently, Jackson and Pombo (1998) made similar observations

in the HeLa cells. Both studies showed that the megabase-sized

chromatin domains remain unchanged after many cell divisions

(Figure 1A).

Development of genome-wide chromosome conformation

capture techniques (3C, 4C, 5C, and Hi-C) has led to further sup-

port for the concept of chromatin domains in recent years (deWit

and de Laat, 2012; Dekker et al., 2002; Dixon et al., 2012; Nora

et al., 2012; Sexton et al., 2012). Using 5C andHi-C, three groups

independently showed that chromatin interactions are spatially

restricted into repeated chromatin domains (Dixon et al., 2012;

Nora et al., 2012; Sexton et al., 2012). For example, we deter-

mined that chromatin interactions in human and mouse cells

occur predominantly within domains with an average size of

880 Kb, similar to that of RS observed under microscope. These

chromatin interaction domains have come to bewidely known as

topologically associated domains, or TADs. Like RS, the TADs

are generally stable, with diverse cell types such as ESCs and

fibroblasts sharing the majority of the TADs defined in each cell

type.

The similar sizes of RS and TADs in mammalian cells, coupled

with the apparent stability of these chromatin domains through

cell divisions, strongly suggest that these two are the same chro-

matin structures. Evidence in support of this notion came when

Gilbert and colleagues used amethod that combined BrdU pulse

labeling with DNA microarrays to determine the early and late

replication domains in multiple human and mouse tissues and

cell types (Pope et al., 2014). They found that the replication

domains defined in each tissue/cell type were highly consis-
tent with TADs (Pope et al., 2014)

(Figure 1B). In sum, the available data

strongly suggest that chromatin is orga-

nized into repeating domain-like units

of chromatin organization in the inter-

phase nuclei. Each domain likely contains

hundreds of kilobases of DNA, and the

composition of these domains appears
to vary little between cell types. Importantly, it is now clear that

these chromatin domains have functional implications, such as

the regulation of genes within each domain, timing of DNA repli-

cation, and propagation of chromatin state along the DNA.

Therefore, it is crucial to understand the nature of this funda-

mental feature of chromatin organization, as well as its mecha-

nism of formation.

It must be noted that the field has yet to settle on a unifying

definition of these chromatin domains, or even a single term to

refer to them. For the remainder of this review, we will refer to

these domains as TADs, because this seems to be the most

widely used term in the literature at present. We include a further

discussion of terminology below.

Nature of TADs
At their most fundamental level, TADs represent a physical

compartmentalization of the genome. The critical observation

is that two regions within a TAD associate on average more

frequently with each other than with regions outside of the TAD

(Dixon et al., 2012; Nora et al., 2012; Sexton et al., 2012). This

suggests two basic features of TAD organization: first, a ‘‘self-as-

sociation’’ property of regions within the TAD, and second, an

‘‘insulation’’ property between regions in neighboring TADs.

These properties are essentially what the various computational

algorithms used to identify TADs attempt to resolve (Dixon et al.,

2012; Filippova et al., 2014; Hou et al., 2012; Rao et al., 2014;

Sexton et al., 2012; Shin et al., 2016). Interestingly, the properties

of self-association and insulation from neighboring regions are

also predicted using polymer physics models to be the conse-

quence of forming a ‘‘loop’’ between monomers in a polymer

(Dekker and Mirny, 2016; Doyle et al., 2014; Sanborn et al.,

2015). In this regard, an obvious question facing the field is to

what degree TADs are a reflection of looping events or ‘‘loop do-

mains’’ in the genome. Contributing to the confusion is the

recognition that TADs are hierarchical in nature (Figure 2A).
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Figure 2. Hierarchical Organization of TADS
(A) Interaction heatmap of one TAD located near the HoxA locus in GM12878 lymphoblastoid cells fromRao et al. (2014) at 10 kb resolution. Also shown below are
ChIP-seq tracks from ENCODE and the GC content over the region. Note that the interaction heatmap within the TAD has multiple points where the signal is
enriched locally, indicative of local ‘‘looping’’ structures. Within the larger TAD, there appears to be the presence of multiple smaller sub-TADs and individual
loops.
(B) Diagram of how hierarchical organization within TADs may occur using simulated data. On the top is a heatmap of a single TAD with several smaller internal
sub-TADs or loops. In the ‘‘multimeric association’’ example, the TAD in each individual cell represents a complex structure consisting of multiple loops or sub-
domains that would individually largely reflect the population average. In the ‘‘probabilistic association of loops example,’’ individual cells would variably contain
single loops or subdomains, and the population average would reflex a mixture of these single-cell structures. In this case, a TAD would represent a region of the
genome with increased probability of forming loops or domains within single cells.
(C) Polymer models of internal TAD structure fromGiorgetti et al. (2014) indicate that at least in some TADs there is variability in the internal TAD organization from
cell to cell.
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TADs themselvesmay contain smaller ‘‘sub-TADs’’ (Phillips-Cre-

mins et al., 2013; Rao et al., 2014) and, ultimately at their most

local level, may contain individual ‘‘loops’’ (Rao et al., 2014) or

‘‘insulation neighborhoods’’ (Dowen et al., 2014; Ji et al., 2016).

Like TADs themselves, sub-TADs, loops, or insulation neighbor-

hoods are regions that display both the self-associative and in-

sulation properties ascribed to TADs. In this regard, a question

currently facing the field is whether TADs are fundamentally

different than sub-TADs, loops, or insulation neighborhoods, or

are these all the same features of the genome at different length

scales? Certainly, some extent of the differences in these struc-

tures may reflect differences in the computational algorithms

used to identify them, or the type and quality of the data used

for analysis. Indeed, there are a variety of algorithms that have

been developed to identify domains in chromatin interaction

data without a clear indication of which methods provide the

‘‘best’’ set of domain calls. However, going beyond algorithmic

or data quality differences, there are several lines of evidence

that suggest that TADs are functionally distinct from sub-TADs,

loops, and insulation neighborhoods. Perhaps the best current

insights into these issues relate to how each of these features
670 Molecular Cell 62, June 2, 2016
are conserved between different cell types. We and others

have found little evidence that TADs vary between cell types in

a given organism, suggesting that they are a largely invariant

feature of genome organization (Dixon et al., 2015, 2012; Nora

et al., 2012). On the contrary, sub-TADs, loops, and insulation

neighborhoods all appear to differ, at least partially, between

different cell lineages (Dowen et al., 2014; Ji et al., 2016; Phil-

lips-Cremins et al., 2013; Rao et al., 2014). The cell-type-specific

organization of sub-TADs, loops, and insulation neighborhoods

appears to be related to cell-type-specific regulatory events. In

this regard, we suspect that TADs represent a larger, more

invariant feature of genome organization within which cell-

type-specific structures can form to play roles in lineage-specific

genome regulation. A second indication that TADs may be

functionally distinct from sub-TADs and loops comes from com-

parisons of TADs and DNA replication timing. In examining repli-

cation timing profiles across a variety of cell types, Pope and

colleagues demonstrated that TADs correspond to the ‘‘units’’

of replication timing that switch between lineages (Pope

et al., 2014). In this regard, these authors suggest that TADs

are themselves equivalent to replication domains. This does
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Figure 3. Function of TADs in Genome Regulation
(A) Example diagram showing the co-regulation of multiple genes by a single regulatory element within a TAD.
(B) Interaction heatmap showing a single TAD encompassing a cluster of olfactory receptor genes (data from Dixon et al., 2015).
(C) Diagram of the potential for TAD boundaries to serve an enhancer blocking role that restricts enhancers to target genes within the same TAD.
(D) Diagram of the potential for TAD boundaries to restrict the spread of repressive chromatin into active domains and vice versa.
(E) Diagram of the role of TADs in forming a barrier to divergent transcriptional ‘‘noise’’ in the genome.
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not, however, appear to apply as well to sub-TADs and individ-

uals loops in the genome, suggesting that these are functionally

distinct in their role in regulating DNA replication.

Given the observation that TADs are hierarchical in nature,

a related question is whether TADs represent a ‘‘population

average’’ of individual loops that may differ on a cell-to-cell

basis. In this regard, a TAD could represent a set of more prob-

abilistic loops that may be variably present in single cells

(Figure 2B). Indeed, the extent of possible hierarchical structures

in certain TADs would suggest that at least some degree of

cell-to-cell variability must be present. Further, some of the high-

est-resolution FISH studies of TAD organization indicate that

there can be variability in the internal organization of TADs

(Figure 2C) (Giorgetti et al., 2014). However, the sole single-cell

Hi-C study to date indicated that TADs appear to be present

in individual cells (Nagano et al., 2013). This would suggest

that TADs are indeed present in individual cells and that their

observed hierarchy may reflect multimeric associations between

individual regions within the TAD. It should be noted that the

current resolution of single-cell Hi-C is coarse, and improve-

ments in the resolution of single-cell methods will be necessary

to conclusively resolve this issue.

Function of TADs
The chromatin contact maps from diverse cell types and tissues

indicate that TADs are relatively cell-type invariant, in contrast to

other chromatin organization features. Furthermore, comparison

of chromatin contact maps in related species also showed that

TADs are preserved in syntenic sequences (Dixon et al., 2012;

Vietri Rudan et al., 2015). These initial observations have led to

the proposal that TADs serve as the basic unit of chromosome

folding (Dekker, 2014). As such, TADsmay be involved in a broad

set of nuclear processes that involve chromatin organization.

Indeed, a growing body of evidence has shown that TADs play
important roles in transcriptional regulation, DNA replication,

and VDJ recombination (Hu et al., 2015; Lucas et al., 2014;

Nora et al., 2012; Pope et al., 2014; Sanborn et al., 2015).

As TADs represent physically isolated units of genome organi-

zation, perhaps it should come as no surprise that they also

represent functionally isolated units of the genome. This appears

to manifest in two distinct phenomena: first, the ‘‘co-regulation’’

of genes within TADs, and second, the blocking of the ‘‘spread’’

of activity between neighboring TADs. With regard to gene

co-regulation, by constraining the chromatin interactions among

loci within each TAD to the same domain, they effectively create

autonomous gene regulatory domains (Figure 3A). Supporting

this notion, it has been observed that genes within the same

TADs share coordinated gene expression profiles across

different cell types and tissues (Flavahan et al., 2016; Nora

et al., 2012; Shen et al., 2012). We would note, however, that

this effect is not absolute. TADs do not function similarly to a

bacterial operon, with all genes within a TAD being activated

simultaneously. Instead, co-regulation may affect only a subset

of genes within any individual TAD and is likely more prevalent

at certain genomic loci (Nora et al., 2012; Shen et al., 2012).

For example, there is clear evidence that gene clusters, such

as cytochrome genes, olfactory receptors, and protocadherin

genes, are organized into individual TADs, indicating that genes

that have functional needs for co-regulation tend to be associ-

ated in the same TAD (Figure 3C). Likewise, Grubert et al.

(2015) and Waszak et al. (2015) found evidence of quantitative

trait loci (QTL) that appear to coordinately affect the activity of

multiple regulatory elements in genomic loci spanning >100 kb.

These genetically co-regulated loci were restricted within the

same TAD, suggesting that sequence variants that affect activity

of regulatory elements may ultimately affect the activity of multi-

ple loci within a TAD. A rather remarkable example of such co-

regulation within TADs comes from Symmons and co-workers,
Molecular Cell 62, June 2, 2016 671
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who generated mice with a reporter construct inserted at

different positions along the chromosome. The reporter was

driven by a weak promoter and would only become active under

the control of endogenous regulatory elements. Remarkably, the

reporter reflected the expression patterns of nearby genes, but

only of genes within the same TAD (Symmons et al., 2014).

One implication of this finding is that distal regulatory interac-

tions have the potential for being ‘‘non-specific’’ within a given

TAD in the genome. This restriction of co-regulation to genes

within a domain is likely maintained by ‘‘boundary’’ activity be-

tween neighboring TADs (Figure 3B). Indeed, deletion of bound-

aries has been shown to lead to ectopic gene activation in

cultured cells and in vivo (Lupiáñez et al., 2015; Narendra

et al., 2015). For example, deletion of a TAD boundary on X chro-

mosome in mouse ESCs led to enhanced expression of several

genes located next to the deleted boundary (Nora et al., 2012).

Further, deletion of boundaries has been attributed as the cause

for ectopic expression of several developmental regulator genes

during limb formation that lead to polydactyly in several families

(Lupiáñez et al., 2015).

Related to their ability to restrict regulatory element interac-

tions with target genes, TADs also appear to play a role in re-

stricting recombination events during VDJ recombination during

B cell maturation (Hu et al., 2015). In mapping high-resolution

breakpoints using a RAG-mediated ‘‘bait,’’ Hu and colleagues

demonstrated that the vast majority of recombination events

occur within the same TAD as the bait sequence. This suggests

that in this context TADs either facilitate proper recombination

during maturation or suppress potential for erroneous breaks

and deletions during this process. Remarkably, these authors

also observed a clear orientation bias in the generation of these

breaks, implying a potential underlying ‘‘linear tracking’’ mecha-

nism. This has important implications in terms of TAD formation

that will be discussed in more depth later in this review.

Similarly, there is also growing evidence that the boundaries

between TADs can serve as ‘‘barriers’’ to the spread of activity

within the genome. A striking example of this comes from a

recent study examining ‘‘transcriptional noise’’ in the genome.

Many promoter and enhancers display bi-directional transcrip-

tion, which is actively suppressed but has also been suggested

to contribute to function of regulatory elements. Natoli and

colleagues showed that upon knockdown of the Set complex

protein WDR82, there is a dramatic increase in the amount

of non-coding divergent transcription from promoters and en-

hancers (Austenaa et al., 2015). Remarkably, these authors

also showed that such non-coding transcription appears to

end abruptly at the boundaries of TADs. This suggests that

the boundaries of TADs can form a physical barrier that prevents

the linear tracking ofmolecules along a chromosome (Figure 3D).

Similar findings have been observed in studies where the poten-

tial boundary elements of TADs are deleted using CRISPR. Rein-

berg and colleagues showed that in mouse ESC-derived motor

neurons, the HoxA locus is divided in two separate TADs: one

that is active and one that is repressed by polycomb group pro-

teins (Narendra et al., 2015). Upon deletion of a CTCF binding

site that likely represents the boundary of these TADs, they

observed the genes in the polycomb repressed domain nearest

to the boundary element become activated. In light of a long
672 Molecular Cell 62, June 2, 2016
history of boundary elements being thought of as regions that

would restrict the spread of repressive heterochromatin, these

results were somewhat surprising, as the evidence clearly

showed the active marks encroaching into the repressed

domain. This suggests that ability of TAD boundaries to function-

ally restrict the genome applies to both active and repressive re-

gions of the genome (Figure 3E).

Given their emerging role in serving as potential functional

units of the genome, it may be expected that these domains

are conserved in evolution. Our original study demonstrated

that TADs are well conserved over syntenic regions of the

genome between mice and humans, species separated by

�80 million years of evolution (Dixon et al., 2012). Similar obser-

vations of TAD conservation have been made in macaques and

dogs (Vietri Rudan et al., 2015). Remarkably, these authors also

showed that breaks in synteny between species, where chromo-

somes are broken and rearranged, are greatly enriched for prox-

imity to the boundaries between TADs. This is perhaps some of

the strongest evidence to date for the notion that TADs are func-

tional units of the genome, as these studies suggest that muta-

tions that would ‘‘break’’ a TAD in evolution appear to be strongly

selected against. Theoretically, TADs afford genes with the po-

tential to be controlled by a large set of DNA sequences within

the same domain. Given the average size of the TADs in the

range of close to a million base pairs, the space for the possibil-

ities of distinct regulatory elements could be very large. This has

the potential to be beneficial to an organism’s adaptation to the

changing environment and add new competitive traits. On the

other hand, TADs also place constraints on gene regulatory se-

quences, limiting those regulatory interactions to the same

TAD, but not beyond.

Despite their apparent presence in humans, macaques, dogs,

mice, and Drosophila, the organization of chromosomes into

TADs does appear different in C. elegans (Crane et al., 2015).

Remarkably, while TADs appear to be present on the X chromo-

some in C. elegans, they are markedly less frequent on the so-

matic chromosomes (Crane et al., 2015). Further, depletion of

the Condensin complex reduces the appearance of TADs on

the X chromosome but does not appear to affect the structure

of autosomes. The origin of the discrepancy in the appearance

of TADs between C. elegans and other metazoans is not clear.

Comparative evolution studies have indicated a loss of both

CTCF (Heger et al., 2009) and a loss of the enrichment of the

CTCF motif (Heger et al., 2012) in C. elegans and some other

nematodes. Indeed, the presence of CTCF and the enrichment

of its motif appear to have arisen early in metazoan evolution

and been restricted to bilaterian organisms, but with some

apparent loss of CTCF among certain metazoan lineages (Heger

et al., 2012). It is tempting to speculate that the origin of TADs

in evolution coincided with the origin of CTCF and that subse-

quent losses of CTCF may alter the presence of TADs in certain

organisms.

Given the role of TADs in restricting cis regulatory sequences

to their target genes, it is not surprising that an increasing

number of diseases have been attributed to disruption of TAD

structure. The clearest examples of this so far have come from

Mendelian diseases affecting limb development and from can-

cer. Mundlos and colleagues demonstrated that several families



Figure 4. A Strings and Binders Switch Model to Describe the
Processes Shaping Chromatin Organization
Chromatin fiber is modeled as a self-avoiding polymer (blue) with binding sites
for Brownian binder particles (red) with concentration (cm) andmultiple binding
sites on the polymer. Mont Carlo simulation of the polymer and binders leads
to three stable states of organization reflecting an open conformation, a fractal
conformation, and a compact conformation. Figure adopted from Barbieri
et al. (2012) and Pombo and Dillon (2015).
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displaying limb malformation can be accounted for by the

deletion, inversion, or duplication of TAD boundaries, resulting

in ectopic expression of genes in the developing limb bud

(Lupiáñez et al., 2015). With regards to cancer cells, several

recent reports have indicated that structural alteration to cancer

genomes can result in ‘‘enhancer hijacking,’’ in which an

enhancer acts on a gene other than its normal target due to

the elimination of a barrier such as a TAD boundary. This is

known to occur as a result of a recurrent inversion on chromo-

some 3 in AML, as well as recurrent deletions and duplications

in Meduloblastoma (Gröschel et al., 2014; Northcott et al.,

2014). Likewise, deletions of CTCF binding sites at ‘‘insulation

neighborhoods’’ appear to result in aberrant activation of onco-

genes by altering their relationship with nearby enhancers (Hnisz

et al., 2016). Similarly, gliomas with aberrant DNA methylation

patterns as the result of IDH1 mutations appear to have altered

binding of CTCF, resulting in a similar ‘‘enhancer hijacking’’ phe-

nomenon (Flavahan et al., 2016). Given the plethora of structural

variations that can occur in cancer genomes, we suspect that

alterations that affect 3D genome organization and ultimately

contribute to oncogenesis are not likely to be limited to the

above-mentioned examples.

Mechanisms of TAD Formation
The most prominent feature of TADs is that they are, to a large

degree, cell-type invariant (Dixon et al., 2015, 2012; Nora et al.,
2012). By contrast, the designation of compartment A and B

from Hi-C datasets tends to vary widely between cell types

and during development (Dixon et al., 2015; Lieberman-Aiden

et al., 2009). Additionally, the chromatin loops between pro-

moters and distal enhancers are also known to be cell-type

dependent (Dixon et al., 2012; Ji et al., 2016; Jin et al., 2013;

Kieffer-Kwon et al., 2013; Li et al., 2012; Rao et al., 2014; Sanyal

et al., 2012; Tang et al., 2015; Zhang et al., 2013). Given the rela-

tively stable nature of TADs during development, it is important

to understand the mechanisms that could account for such

remarkable consistency between different cell types.

To understand the mechanisms of TAD formation, one may

need to distinguish the different physical forces that underlie

chromatin contacts in cells. These forces are not necessarily

specific to TAD structure alone, but are a reflection of the pro-

cesses that can shape a chromatin polymer in the nucleus. To

date, several different processes have been envisioned to

contribute to chromatin organization: (a) chromatin fiber move-

ment that can be described using polymer physics (Dekker

and Mirny, 2016), such as fractional Langevin motion (Lucas

et al., 2014) or fractal globule (Lieberman-Aiden et al., 2009);

(b) attraction within chromatin domains due to presence of mul-

tiple binding sites for certain diffusiblemolecules, which could be

either a large protein complex, a chromatin-associated RNA, or

an RNA/protein complex (Barbieri et al., 2012) (see review by

Melé and Rinn, 2016 in this issue on the role of RNA in shaping

nuclear structure) (Figure 4); (c) insulation due to specific

sequence-binding proteins factors or RNAs that introduce topo-

logical constraints to the local chromatin fiber (Phillips-Cremins

and Corces, 2013; Vietri Rudan and Hadjur, 2015).

One physical process that helps TAD formation is an ‘‘attrac-

tive’’ force and likely involves the Cohesin complex (Kagey

et al., 2010; Phillips-Cremins et al., 2013; Seitan et al., 2013; So-

fueva et al., 2013; Vietri Rudan and Hadjur, 2015; Watrin et al.,

2016; Zuin et al., 2014). Cohesin is a ring-shaped protein com-

plex consisting of SMC1, SMC3, and RAD21 (Watrin et al.,

2016). Its role in cell cycle has been well documented and char-

acterized. It can encircle two chromatin fibers with its 30–40 nm

ring structure and hold the two sister chromatids together after

DNA replication until the onset of anaphase, when the ring is

removed from the chromosomes and the two sister chromatids

segregate into the two daughter cells. Overwhelming evidence

now suggests that Cohesin complex not only contributes to sis-

ter chromatid cohesion, but also plays an active role inmediating

long-range chromatin interactions between enhancers and pro-

moters (Kagey et al., 2010; Phillips-Cremins et al., 2013; Seitan

et al., 2013; Sofueva et al., 2013; Zuin et al., 2014). In mouse

ESCs, Cohesin is found to be associated with the Mediator

complex and localized to active enhancers (Kagey et al., 2010).

Dynamic occupancy of the enhancers by the Cohesin complex

correlates with cell-type-specific enhancer/promoter interac-

tions in the mouse ESCs and MEF cells. More recent studies in

human HEK293 cells, mouse thymocytes, mouse ESC-derived

neuron stem cells, and astrocytes showed that loss of Cohesin

complex leads to decreased enhancer/promoter interactions

within TADs (Seitan et al., 2013; Sofueva et al., 2013; Zuin

et al., 2014). Using a combination of Hi-C experiments and

FISH, it was shown that intra-TAD chromatin interactions
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decrease, and the volume of TADs increases in the cells deleted

of the Cohesin subunit Rad21 (Sofueva et al., 2013). Finally,

TADs have been shown to be disrupted in mitosis, and then

quickly reestablish accompanying the initiation of DNA replica-

tion, correlating with the dynamics of Cohesin loading at the

end of telophase (Naumova et al., 2013). These observations

taken together strongly suggest an active role for Cohesin

complex in the formation of TAD interactions.

One consequence of this ‘‘attractive’’ property of TADs that

has emerged is that these may serve to restrict chromatin inter-

actions in 3D space (Figure 4). Live-cell imaging approaches

have shown that individual loci in the genome undergo sub-diffu-

sivemotion, best described as fractional Langevinmotion (Lucas

et al., 2014). Essentially, this indicates that as a region of the

genome begins to diffuse in the nucleus, the place this region

will most likely go next is back to its original position. This sug-

gests that individual genomic loci are restricted in the nuclear

space they have to ‘‘explore,’’ at least over short timescales.

The physical determinants of this property remain unclear, as

is the mechanism by which two regions, if originally spatially iso-

lated, ultimately find each other to form more stable structures.

These questions will likely be addressed as improved live-cell

imaging, in particular super-resolution live-cell imaging, be-

comes more readily available. Another interesting principle of

how chromatin domains are organized in the genome comes

from super-resolution imaging of Drosophila cells (Boettiger

et al., 2016), which indicated that the internal organization of do-

mains depends on the chromatin state of the regions within the

domain. Remarkably, domains marked by polycomb group pro-

teins show a drastically different organization than ‘‘inactive’’ or

‘‘active’’ domains, which are associated with distinct chromatin

states (Boettiger et al., 2016). These polycomb-bound domains

appear to be highly compacted, suggesting that the internal

chromatin state of a domain may also influence the presence

of ‘‘attractive’’ forces that contribute to domain formation. The

same study also indicated that while epigenetic domains are

spatially isolated from each other, there can be degrees of inter-

mixing between neighboring regions. However, the degree of

intermixing depends on the activity of the two domains in ques-

tion. This likely indicates that when considering what physical

domains ‘‘look like’’ in the genome, it is important to take into

account the chromatin state of regions within the domain. Attrac-

tive forces alone, however, cannot explain TAD structure. For

example, attractive forces have difficulty explaining the deple-

tion of contacts between neighboring domains or the observa-

tion that, upon deletion, TAD boundaries tend to ‘‘shift’’ along

chromatin rather than resulting in a complete merging of neigh-

boring domains (Narendra et al., 2015; Nora et al., 2012; Sanborn

et al., 2015).

In addition to the above factors that enhance chromatin inter-

actions within TADs, a process exists to actively suppress (or

‘‘insulate’’) chromatin interactions between TADs. A primary pro-

tein factor involved in this process is likely to be CTCF, a zinc

finger containing DNA binding protein that has been long known

to play a key role at insulator elements (Ghirlando and Felsenfeld,

2016; Phillips-Cremins and Corces, 2013). Binding of the insu-

lator-binding proteins to DNA is proposed to prevent enhancers

from interactingwith inappropriate gene promoters and separate
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the euchromatin from heterochromatin in the genome (Ghirlando

and Felsenfeld, 2016; Phillips-Cremins and Corces, 2013). TAD

borders are enriched for CTCF binding sites in mammalian cells

(Dixon et al., 2012). In mammalian cells, ChIP-seq analyses of

CTCF, the only known insulator protein with a DNA binding

domain characterized by 11 zinc fingers, showed that CTCF

binding sites demarcate nearly 90% of the TAD boundaries

(Dixon et al., 2012), an enrichment greater than 2-fold over that

expected by chance (Dixon et al., 2012; Phillips-Cremins et al.,

2013). While CTCF appears to be a key insulating factor in

mammalian cells, it is probably not alone. Recently, it was shown

that ZNF143 could play a role in chromatin organization (Bailey

et al., 2015; Heidari et al., 2014). This zinc-finger protein is essen-

tial for ESC pluripotency (Chia et al., 2010). It co-localizes with

CTCF to the genome of ESCs (Bailey et al., 2015; Heidari et al.,

2014). Depletion of ZNF143 leads to alteration of chromatin inter-

actions (Bailey et al., 2015). Thus, ZNF143 could be another

architecture protein that either acts together with CTCF or com-

plements CTCF’s function in TAD formation. In Drosophila, mul-

tiple insulator proteins have been identified, besides the CTCF

homolog protein dCTCF (Phillips-Cremins and Corces, 2013).

These include su(Hw), BEAF-32, and CP190. These insulator

proteins were found to be highly enriched at the borders of chro-

matin domains defined in Drosophila cells (Hou et al., 2012;

Sexton et al., 2012). It was observed that multiplicity of these fac-

tors’ binding to DNA scales with the insulation strengths of TAD

boundaries; thus, the more types of boundary binding proteins

present on DNA, the higher the insulation score and more stable

the TAD (Van Bortle et al., 2014). This observation suggests a

common mechanism by the non-CTCF factors in mediating

TAD formation in the Drosophila cells. Recently, TFIIIC was

also found to reside at TAD boundaries (Van Bortle et al., 2014,

2012). This is likely to be true in mammalian cells, since TFIIIC

is also found to be localized to a subset of TAD boundaries.

A plethora of studies have now provided compelling evidence

that CTCF directly mediates TAD formation in mammalian cells.

First, depletion of the CTCF protein in a human cell line using

siRNA increased chromatin interactions between neighboring

TADs but reduced chromatin interactions within the same

TADs (Zuin et al., 2014). Second, deletion of a CTCF motif at a

TAD boundary within the HoxA locus in the mouse genome re-

sulted in expansion of the TAD containing the HoxA1-A5 genes

to the adjacent TAD and ectopic activation of HoxA7 gene in

mESC-derived motor neurons (Narendra et al., 2015). Similarly,

deletion of a CTCF motif in the homologous region in a human

embryonal carcinoma cell line also resulted in alterations of chro-

matin organization and dramatic changes in expression of genes

in the locus (Xu et al., 2014). Third, deletion of CTCF binding sites

at the borders of a CFTR-containing TAD in a human epithelial

colorectal adenocarcinoma cell line (Caco2) altered chromatin

organization and enhanced chromatin interaction between

the CFTR promoter and sequences outside of the TAD (Yang

et al., 2016). Fourth, comparative analysis of chromatin organi-

zation in several mammalian species revealed evolutionarily

conserved TAD boundaries that are associated with conserved

CTCF binding sites across species, as well as a strong correla-

tion between the turnover of CTCF binding sites and loss or

gain of TAD boundaries in these species (Vietri Rudan et al.,
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Figure 5. Two Models for TAD Formation
(A) A handcuff model describing the formation of TADs by CTCF and Cohesin
complex connecting the two boundary sequences together.
(B) The ‘‘extrusion’’ model involves a pair of tethered CTCF proteins bound to
chromatin motors that propel the extrusion of chromatin fiber while the two
CTCF molecules slide the chromatin fiber in opposite directions before
pausing at converging CTCF DNA binding motifs (red).
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2015). Thus, loss of function studies, sequence perturbation

experiments, and evolutionary conservation analyses all point

to CTCF as a key player in mediating the TAD organization in

mammalian cells and likely other species.

How exactly CTCF ‘‘insulates’’ chromatin interactions be-

tween TADs has been a question of intensive research. While a

complete, clear answer is still not forthcoming, two sets of

models have been proposed (Figure 5). The first set argues

that CTCF-containing multimeric complexes simultaneously

bind to two ends of a TAD to create a chromatin loop that sepa-

rates the TAD sequences from the neighboring DNA. This could

be achieved by two potential mechanisms. The first model,

referred to as the ‘‘handcuff model’’ (Vietri Rudan and Hadjur,

2015), posits that the two ends of a TAD are brought together

in 3D space by the CTCF proteins, which bind to each boundary

via the DNA motifs and recruit the Cohesin complex via protein-

protein interactions between CTCF and Rad21, a component

of the Cohesin complex (Vietri Rudan and Hadjur, 2015)

(Figure 5A). This model is supported by many lines of experi-

mental evidence: (a) the Cohesin complex generally co-localizes

with CTCF throughout the mammalian genome (Parelho et al.,

2008; Wendt et al., 2008); (b) chromatin immunoprecipitation

of CTCF-bound chromatin followed by proximity ligation and

paired-end sequencing (ChIA-PET) showed that chromatin inter-

actions between TAD borders are generally bridged by CTCF
and Cohesin (Ji et al., 2016; Tang et al., 2015); (c) dynamics of

CTCF binding at the borders correlate with gains or losses of

chromatin loop interactions involving TAD boundaries (Narendra

et al., 2015; Sanborn et al., 2015). This is a fairly simple model to

explain several observations regarding the relationship between

CTCF, Cohesin, and 3D chromatin structure. However, there are

some difficulties with this model. First, the number of CTCF bind-

ing sites along the mammalian genome far exceeds the number

of TAD boundaries. A critical question is: why are TADs not more

abundant, and what confers the specificity of CTCF interac-

tions? A second, perhaps related, issue is how CTCF binding

sites on one TAD border find another TAD border in space to

interact and form a TAD. In addition, the handcuff model does

not provide an explicit definition of the processes used to form

a domain in space and time.

A second model, termed the ‘‘extrusion model,’’ builds upon

the ‘‘handcuff’’ model and aims to account for CTCF’s role in

setting up TADs and conferring specificity to their interactions

(Figure 5B). This model proposes that a DNA loop can be gener-

ated dynamically by a pair of tethered DNA binding units that can

load to the DNA and travel along the chromatin fiber in opposite

directions (Alipour andMarko, 2012; Dekker andMirny, 2016; Fu-

denberg et al., 2015; Nasmyth, 2001; Sanborn et al., 2015).While

the twoDNAbinding unitsmove along theDNA, loopswould form

until each unit reaches a landing pad where they would reside a

short while before dropping off. In one rendition of this model,

two complexes of CTCF and Cohesin interact and bind together

to DNA, tethered by heterodimerization between CTCF proteins

(Figure 5B). The two complexes would move in opposite direc-

tions along theDNA,with theDNAbetween the twoCohesin rings

extruding out in the process. The extrusion stops when the two

tethered CTCF proteins reached a pair of convergent binding

motifs. This extrusion model explains several phenomena: (1)

TAD boundaries frequently contain pairs of CTCF binding sites

with convergent CTCF motif orientations (Guo et al., 2015; Rao

et al., 2014; Sanborn et al., 2015; Vietri Rudan et al., 2015); (2)

deletion of one CTCF binding motif does not lead to complete

collapse of TAD structure, as the handcuff model would predict

(Sanborn et al., 2015). Instead, the TAD boundary simply shifts

to the next available CTCF binding site with thematching orienta-

tion. Indeed, using physical simulations based on the extrusion

model, it was possible to predict the formation of new loops after

deletion of aCTCFbinding site (Dekker andMirny, 2016; Sanborn

et al., 2015). The ‘‘extrusionmodel’’ depends on several currently

unproven assumptions: (a) there exists a large protein complex

with twomotors that can traverse the chromatin fiber in opposite

directions and sufficient cellular energy to facilitate such a pro-

cess; (b) there exists amechanism to clear up the supercoils built

up due to the movement of such a protein complex along hun-

dreds of kilobases of chromatin; (c) the movement of such a

‘‘chromatin topology machine’’ will be compatible with other

nuclear processes—transcription, DNA replication—and can

occur in both euchromatin and heterochromatin compartments.

It is also unclear based on the extrusion model how multimeric

chromatin loops may form, and the model largely aims to define

how to establish pairwise CTCF/Cohesin-based interactions.

Both the ‘‘handcuff’’ model and the ‘‘extrusion’’ model recog-

nize that CTCF and Cohesin work together to mediate the
Molecular Cell 62, June 2, 2016 675



Figure 6. Chromatin Stiffness May Create
Insulation at TAD Boundaries
Diagrammatic representation of a chromatin fiber
(blue) spanning two adjacent TADs and the
boundary region between them. According to this
model, chromatin at the TAD boundary region is
less flexible than chromatin in the TAD body, as
depicted in the two boxes above the chromatin
fiber. The low flexibility of chromatin at the TAD
boundary could inhibit interaction between re-
gions on opposite sides of the boundary. Chro-
matin flexibility may be modulated by nucleosome
spacing, as dictated by functional elements
including CTCF binding sites and gene promoters.
However, chromatin flexibility may be modulated
by other properties in addition to or instead of
nucleosome spacing. Nucleosomes are repre-
sented as orange circles on the chromatin fiber.
They are not drawn to scale, as they are intended
only to convey that variation in nucleosome
spacing occurs along the chromatin fiber. Addi-
tional tracks are shown below the chromatin fiber
for conceptual representation: ‘‘Interaction fre-
quency’’ shows example Hi-C data from a region
with a distinct TAD boundary. The ‘‘Insulation’’
track reflects a defining property of TAD bound-
aries—there are relatively few interactions that
cross TAD boundaries, and thus insulation at TAD
boundaries is high. ‘‘CTCF’’ and ‘‘Housekeeping
gene TSS’’ tracks depict features typically found
at TAD boundaries. The ‘‘other sequences’’ track
is meant to convey the idea that unknown
sequence features may also contribute to TAD
formation.

Molecular Cell

Review
formation of TADs. This would predict that loss of CTCF or

Cohesin complex would have the same effect on chromatin or-

ganization. However, when Zuin et al. performed Hi-C experi-

ments and compared the effects of depletion of Cohesin and

CTCF on chromatin architecture in human HEK293 cells, they

found loss of CTCF and Cohesin complex affected chromatin or-

ganization differently (Zuin et al., 2014). While depletion of CTCF

resulted in an increase of inter-TAD interactions, deletion of

Cohesin complex led to a decrease in inter-TAD interactions

(Zuin et al., 2014). Similar results were independently obtained

using the post-mitotic thymocytes, where loss of Cohesin re-

sulted in no alteration of the TADs in these cells (Seitan et al.,

2013). Therefore, the Cohesin complex plays a role somewhat

distinct from that of CTCF in chromatin organization.

We can envision a second set of models in which the insulating

forces at TAD boundaries are initiated independent of loop for-

mation (Figure 6). One clue about the mechanism(s) that create

insulating forces at TAD boundaries may come from a common

property of CTCF binding sites and housekeeping (highly active)
676 Molecular Cell 62, June 2, 2016
TSSs, which are highly enriched at TAD

boundaries: both types of functional ele-

ments create arrays of closely spaced

nucleosomes in adjacent chromatin (Fu

et al., 2008; Gaffney et al., 2012; Valouev

et al., 2011). CTCF positions roughly

20 nucleosomes around its binding site,

spaced at �185 bp intervals (Gaffney

et al., 2012). Likewise, highly active

TSSs like those of housekeeping genes
create arrays of well-positioned nucleosomes adjacent to the

relatively small nucleosome-free region that overlaps the TSS.

Notably, nucleosome spacing decreases with increasing tran-

scriptional activity. In fact, average nucleosome spacing around

active promoters (�178–187 bp) is shorter than in other regions

including heterochromatin domains marked by H3K9me3 or

H3K27me3 (�205 bp) (Valouev et al., 2011). Importantly,

in vitro studies have shown that spacing between adjacent nu-

cleosomes impacts chromatin flexibility (Correll et al., 2012).

More specifically, the evidence suggests that short spacing be-

tween adjacent nucleosomes can inhibit higher-order chromatin

folding. Further, in silico modeling of chromatin dynamics sug-

gests that regions of local polymer ‘‘stiffness’’ can create local

insulation in contact frequencies, though this fails to create

an entire ‘‘TAD-like’’ structure in simulations (Fudenberg et al.,

2015). We hypothesize that the insulation observed at TAD

boundaries results from a lack of flexibility (i.e., stiffness) of

the chromatin fiber, which may be caused by functional ele-

ments including CTCF binding sites, highly active TSSs, and
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perhaps other functional elements that position arrays of tightly

spaced nucleosomes in adjacent chromosomes (Figure 6).

Following the establishment of insulation forces at the boundary,

‘‘attractive’’ forces within the domain can then confer specific

local chromatin interactions, yielding a joint ‘‘insulation-attrac-

tion’’ model of TAD formation.

This ‘‘insulation-attraction’’ model is speculative, but it does

explain several experimental observations that are not well ex-

plained by the handcuff or extrusion models. (1) It has been

observed that many domain boundaries do not form loops, sug-

gesting that in at least some cases boundary regions do not have

to form a loop in order to function as boundaries (Rao et al.,

2014). The ‘‘insulation-attraction’’ model predicts that any factor

that reduces the flexibility of chromatin could in theory produce

a TAD boundary; thus, boundary formation does not require

boundary looping. Boundary looping may serve as an attractive

force to further encourage intra-TAD interactions, which could

explain the prevalence of convergent CTCF motifs at adjacent

boundaries, but boundary looping would not be required to

establish or maintain a boundary. It should be noted that accord-

ing to computer simulations, the extrusion model does not

require stable looping interactions between boundaries as long

as there is an active loop extrusion factor (Fudenberg et al.,

2015). However, according to this model, loss of Cohesin—the

posited extrusion factor—should abrogate TAD boundaries at

non-looping boundaries. On the contrary, multiple studies have

found that loss of Cohesin has only a subtle impact on TAD

boundary formation (Seitan et al., 2013; Sofueva et al., 2013;

Zuin et al., 2014). Further, loss of CTCF has a more profound

impact on boundary function than loss of Cohesin (Zuin et al.,

2014). If nucleosome spacing is an important mediator of chro-

matin stiffness (as postulated above), then loss of Cohesin would

not be predicted to have a major impact on boundary formation.

In contrast, loss of CTCF would be predicted to have a stronger

impact on boundary formation because loss of CTCF binding

would presumably disrupt the nucleosome arrays normally

formed in CTCF-adjacent chromatin. (3) At least 10% of the

TAD boundaries lack detectable CTCF binding, suggesting

that CTCF-independent mechanisms may exist to mediate the

formation of TADs in mammalian cells (Dixon et al., 2012).

According to the ‘‘insulation-attraction’’ model, CTCF is not

strictly necessary for TAD boundary formation, as any factor

that shortens nucleosome spacing, or perhaps impacts the flex-

ibility of a chromatin fiber in other ways, could lead to boundary

formation. We suspect that in most cases the formation of

a TAD boundary requires more than one functional element,

for example the combination of several CTCF binding sites,

housekeeping TSSs, and/or repetitive elements, spread over

several kb.

Future Perspectives
The improvement in methods for studying 3D genome organiza-

tion led to the identification of TADs as well as other features of

higher-order chromatin structure. Further advancements in our

understanding of what TADs are will be similarly aided by future

technological developments. One of the outstanding questions

in the field is what do TADs actually look like in cells? A variety

of potential models have been suggested based on existing
experimental data (Giorgetti et al., 2014; Sanborn et al., 2015;

Tang et al., 2015; Vietri Rudan and Hadjur, 2015), yet we still

have a rather poor understanding of what the structure of

TADs are like inside cells. Super-resolution microscopy will likely

be critical in resolving these issues. There have already been

some studies characterizing ‘‘epigenetic’’ domains from a struc-

tural level using super-resolution imaging (Boettiger et al., 2016).

Improvements in both resolution and the number of possible

dyes will provide key insights into the organization of TADs and

the elements within them. Likewise, the adoption of imaging

approaches using dye-based barcoding strategies to study

chromosomal structures may also greatly increase our under-

standing of the structure of chromosomes in single cells (Beli-

veau et al., 2015; Chen et al., 2015; Lee et al., 2014; Lubeck

et al., 2014). Similarly, in order to understand the dynamics

of TAD organization, improvement in imaging techniques will

also be essential. These can include super-resolution imaging,

CRISPR-Cas9-based imaging (Chen et al., 2013; Tanenbaum

et al., 2014), and improvements in multi-color live-cell imaging.

Lastly, there is currently a revolution occurring in cryo-EM-based

characterization of large macromolecular complexes (Bai et al.,

2015). Whether these methods will be able to be extended to

study what are possibly 200 nM or greater sized chromosomal

domains inside of cells is unclear. However, these methods

will likely be essential for unraveling the structure of the protein

complexes that are critical for TAD organization.

Single-cell methods also show great promise for helping to

unravel the degree of cellular variability in various biological pro-

cesses. From even relatively low-resolution FISH studies, it is

clear that chromosome structure can show high variability be-

tween cells, so it will be crucial to characterize this degree of

variability more comprehensively. Remarkably, single-cell Hi-C

methods have already been developed (Nagano et al., 2013;

Nagano et al., 2015). These have shown that TAD structure is

present even in individual cells, but contacts between TADs

are highly variable. However, these initial single-cell Hi-C

methods suffered from relatively poor resolution and low sample

throughput. Improvements in either of these aspects of the

methodology will potentially have major impact on unraveling

the variability of internal TAD structure between individual cells.

From a mechanistic perspective, the clearest outstanding

question in the field of chromosome organization relates to

how CTCF manages to define chromatin domains. The recent

identification of the preference of binding between regions con-

taining convergent CTCF motifs provides a critical clue (Rao

et al., 2014), but it also raises many important questions. These

have lent credence to the possibility of either ‘‘linear tracking’’ or

‘‘loop extrusion’’ models, which are also not mutually exclusive.

If either of these models is indeed true, it will be critical to under-

stand what the molecular forces are that may control loop

extrusion, or what molecules, such as polymerases, helicases,

or non-coding RNAs, may be mediating linear tracking. The

Holy Grail to address these questions would be to observe these

processes taking place inside of a cell, likely either through so-

phisticated live-cell imaging or clever time course experiments.

From a functional perspective, the emerging appreciation of

the impact of disruptions to higher-order chromatin structure in

human disease will only continue to grow. Several studies have
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recently shown the impact of genomic structural variations that

alter 3D genome structure in human Mendelian diseases and in

cancer. Given the large number of uncharacterized structural

variants in the human genome as well as the dramatic and exten-

sive alterations seen to the genome in cancer cells (Zack et al.,

2013), characterizing how these structural variations impact

TAD structure will be a Herculean effort. However, given the pro-

found effects seen in the few studies that have characterized the

impact of structural variations on 3D genome structure (Flavahan

et al., 2016; Gröschel et al., 2014; Hnisz et al., 2016), this line of

research will likely provide a rich amount of information about the

mechanisms by which structural changes to the linear sequence

of our genome can impact human disease.
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Rabl, C. (1885). Über Zellteilung. Morphologisches Jahrbuch 10, 214–330.

Rao, S.S.P., Huntley, M.H., Durand, N.C., Stamenova, E.K., Bochkov, I.D.,
Robinson, J.T., Sanborn, A.L., Machol, I., Omer, A.D., Lander, E.S., and Aiden,
E.L. (2014). A 3Dmap of the human genome at kilobase resolution reveals prin-
ciples of chromatin looping. Cell 159, 1665–1680.

Rivera-Mulia, J.C., and Gilbert, D.M. (2016). Replicating large genomes: divide
and conquer. Mol Cell 62, this issue, 756–765.

Rowley, M.J., and Corces, V.G. (2016). The three-dimensional genome: princi-
ples and roles of long-distance interactions. Curr. Opin. Cell Biol. 40, 8–14.

Sanborn, A.L., Rao, S.S., Huang, S.C., Durand, N.C., Huntley, M.H., Jewett,
A.I., Bochkov, I.D., Chinnappan, D., Cutkosky, A., Li, J., et al. (2015).
Molecular Cell 62, June 2, 2016 679

http://refhub.elsevier.com/S1097-2765(16)30181-2/sref34
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref34
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref34
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref34
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref35
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref35
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref35
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref35
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref36
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref36
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref36
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref37
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref37
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref38
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref38
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref38
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref39
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref39
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref39
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref40
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref40
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref40
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref40
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref41
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref41
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref41
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref42
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref42
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref42
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref43
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref43
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref43
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref43
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref44
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref44
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref44
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref44
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref45
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref45
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref45
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref46
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref46
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref46
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref46
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref47
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref47
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref47
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref47
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref48
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref48
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref48
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref49
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref49
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref49
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref49
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref50
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref50
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref50
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref50
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref51
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref51
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref51
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref52
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref52
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref52
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref53
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref53
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref53
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref53
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref54
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref54
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref54
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref55
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref55
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref55
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref55
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref56
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref56
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref56
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref57
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref57
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref57
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref57
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref58
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref58
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref58
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref59
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref59
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref59
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref60
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref60
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref60
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref61
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref61
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref61
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref61
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref62
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref62
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref62
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref63
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref63
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref63
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref63
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref64
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref64
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref65
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref65
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref65
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref65
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref66
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref66
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref67
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref67
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref67
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref68
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref69
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref69
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref69
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref69
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref70
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref70
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref71
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref71
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref72
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref72


Molecular Cell

Review
Chromatin extrusion explains key features of loop and domain formation in
wild-type and engineered genomes. Proc. Natl. Acad. Sci. USA 112, E6456–
E6465.

Sanyal, A., Lajoie, B.R., Jain, G., and Dekker, J. (2012). The long-range inter-
action landscape of gene promoters. Nature 489, 109–113.

Seitan, V.C., Faure, A.J., Zhan, Y., McCord, R.P., Lajoie, B.R., Ing-Simmons,
E., Lenhard, B., Giorgetti, L., Heard, E., Fisher, A.G., et al. (2013). Cohesin-
based chromatin interactions enable regulated gene expression within preex-
isting architectural compartments. Genome Res. 23, 2066–2077.

Sexton, T., and Cavalli, G. (2015). The role of chromosome domains in shaping
the functional genome. Cell 160, 1049–1059.

Sexton, T., Yaffe, E., Kenigsberg, E., Bantignies, F., Leblanc, B., Hoichman,
M., Parrinello, H., Tanay, A., and Cavalli, G. (2012). Three-dimensional folding
and functional organization principles of the Drosophila genome. Cell 148,
458–472.

Shen, Y., Yue, F., McCleary, D.F., Ye, Z., Edsall, L., Kuan, S., Wagner, U.,
Dixon, J., Lee, L., Lobanenkov, V.V., and Ren, B. (2012). A map of the cis-reg-
ulatory sequences in the mouse genome. Nature 488, 116–120.

Shin, H., Shi, Y., Dai, C., Tjong, H., Gong, K., Alber, F., and Zhou, X.J. (2016).
TopDom: an efficient and deterministic method for identifying topological do-
mains in genomes. Nucleic Acids Res. 44, e70.

Sofueva, S., Yaffe, E., Chan, W.C., Georgopoulou, D., Vietri Rudan, M., Mira-
Bontenbal, H., Pollard, S.M., Schroth, G.P., Tanay, A., and Hadjur, S. (2013).
Cohesin-mediated interactions organize chromosomal domain architecture.
EMBO J. 32, 3119–3129.

Sparvoli, E., Levi, M., and Rossi, E. (1994). Replicon clusters may form struc-
turally stable complexes of chromatin and chromosomes. J. Cell Sci. 107,
3097–3103.

Symmons, O., Uslu, V.V., Tsujimura, T., Ruf, S., Nassari, S., Schwarzer, W.,
Ettwiller, L., and Spitz, F. (2014). Functional and topological characteristics
of mammalian regulatory domains. Genome Res. 24, 390–400.

Tanenbaum, M.E., Gilbert, L.A., Qi, L.S., Weissman, J.S., and Vale, R.D.
(2014). A protein-tagging system for signal amplification in gene expression
and fluorescence imaging. Cell 159, 635–646.

Tang, Z., Luo, O.J., Li, X., Zheng, M., Zhu, J.J., Szalaj, P., Trzaskoma, P., Mag-
alska, A., Wlodarczyk, J., Ruszczycki, B., et al. (2015). CTCF-Mediated Human
3D Genome Architecture Reveals Chromatin Topology for Transcription. Cell
163, 1611–1627.

Valouev, A., Johnson, S.M., Boyd, S.D., Smith, C.L., Fire, A.Z., and Sidow, A.
(2011). Determinants of nucleosome organization in primary human cells.
Nature 474, 516–520.
680 Molecular Cell 62, June 2, 2016
Van Bortle, K., Ramos, E., Takenaka, N., Yang, J., Wahi, J.E., and Corces, V.G.
(2012). Drosophila CTCF tandemly aligns with other insulator proteins at the
borders of H3K27me3 domains. Genome Res. 22, 2176–2187.

Van Bortle, K., Nichols, M.H., Li, L., Ong, C.T., Takenaka, N., Qin, Z.S., and
Corces, V.G. (2014). Insulator function and topological domain border strength
scale with architectural protein occupancy. Genome Biol. 15, R82.

Vietri Rudan, M., and Hadjur, S. (2015). Genetic Tailors: CTCF and Cohesin
Shape the Genome During Evolution. Trends Genet. 31, 651–660.

Vietri Rudan, M., Barrington, C., Henderson, S., Ernst, C., Odom, D.T., Tanay,
A., and Hadjur, S. (2015). Comparative Hi-C reveals that CTCF underlies evo-
lution of chromosomal domain architecture. Cell Rep. 10, 1297–1309.

Waszak, S.M., Delaneau, O., Gschwind, A.R., Kilpinen, H., Raghav, S.K., Wit-
wicki, R.M., Orioli, A., Wiederkehr, M., Panousis, N.I., Yurovsky, A., et al.
(2015). Population Variation and Genetic Control of Modular Chromatin Archi-
tecture in Humans. Cell 162, 1039–1050.

Watrin, E., Kaiser, F.J., andWendt, K.S. (2016). Gene regulation and chromatin
organization: relevance of cohesin mutations to human disease. Curr. Opin.
Genet. Dev. 37, 59–66.

Wendt, K.S., Yoshida, K., Itoh, T., Bando, M., Koch, B., Schirghuber, E., Tsut-
sumi, S., Nagae, G., Ishihara, K., Mishiro, T., et al. (2008). Cohesin mediates
transcriptional insulation by CCCTC-binding factor. Nature 451, 796–801.

Xu, M., Zhao, G.N., Lv, X., Liu, G., Wang, L.Y., Hao, D.L., Wang, J., Liu, D.P.,
and Liang, C.C. (2014). CTCF controls HOXA cluster silencing and mediates
PRC2-repressive higher-order chromatin structure in NT2/D1 cells. Mol.
Cell. Biol. 34, 3867–3879.

Yang, R., Kerschner, J.L., Gosalia, N., Neems, D., Gorsic, L.K., Safi, A., Craw-
ford, G.E., Kosak, S.T., Leir, S.H., andHarris, A. (2016). Differential contribution
of cis-regulatory elements to higher order chromatin structure and expression
of the CFTR locus. Nucleic Acids Res. 44, 3082–3094.

Zack, T.I., Schumacher, S.E., Carter, S.L., Cherniack, A.D., Saksena, G., Ta-
bak, B., Lawrence, M.S., Zhsng, C.Z., Wala, J., Mermel, C.H., et al. (2013).
Pan-cancer patterns of somatic copy number alteration. Nat. Genet. 45,
1134–1140.

Zhang, Y., Wong, C.H., Birnbaum, R.Y., Li, G., Favaro, R., Ngan, C.Y., Lim, J.,
Tai, E., Poh, H.M., Wong, E., et al. (2013). Chromatin connectivity maps reveal
dynamic promoter-enhancer long-range associations. Nature 504, 306–310.

Zuin, J., Dixon, J.R., van der Reijden, M.I., Ye, Z., Kolovos, P., Brouwer, R.W.,
van de Corput, M.P., van de Werken, H.J., Knoch, T.A., van IJcken, W.F., et al.
(2014). Cohesin and CTCF differentially affect chromatin architecture and gene
expression in human cells. Proc. Natl. Acad. Sci. USA 111, 996–1001.

http://refhub.elsevier.com/S1097-2765(16)30181-2/sref72
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref72
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref72
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref73
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref73
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref74
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref74
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref74
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref74
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref75
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref75
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref76
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref76
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref76
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref76
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref77
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref77
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref77
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref78
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref78
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref78
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref79
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref79
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref79
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref79
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref80
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref80
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref80
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref81
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref81
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref81
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref82
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref82
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref82
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref83
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref83
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref83
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref83
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref84
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref84
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref84
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref85
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref85
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref85
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref86
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref86
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref86
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref87
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref87
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref88
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref88
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref88
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref89
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref89
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref89
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref89
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref90
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref90
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref90
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref91
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref91
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref91
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref92
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref92
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref92
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref92
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref93
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref93
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref93
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref93
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref94
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref94
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref94
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref94
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref95
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref95
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref95
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref96
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref96
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref96
http://refhub.elsevier.com/S1097-2765(16)30181-2/sref96

	Chromatin Domains: The Unit of Chromosome Organization
	Introduction
	Converging Evidence of Chromatin Domains in Animal Cells
	Nature of TADs
	Function of TADs
	Mechanisms of TAD Formation
	Future Perspectives
	Acknowledgments
	References


