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A PCA-DEA Framework for Stock Selection in Indian Stock Market 

 

1. Introduction 

 

Portfolio is a collection of various financial assets held by an investor. In order to reduce the 

portfolio risk, a number of assets are held in a portfolio for the purpose of diversification. 

Portfolio optimization is a decision-making process where two or more conflicting objectives 

such as maximizing return and minimizing risks, are considered. The conflicting objectives are 

solved in three phases: asset selection, asset allocation, and asset management. Asset selection 

refers to the process of selecting a collection of assets from same or different asset classes. The 

asset class includes stocks, real estate, and bonds. The process of asset allocation helps the 

investors to decide how much money can be invested in which asset(s) to reduce the risk and 

maximize the return. The final step, asset management helps the investors to evaluate the 

portfolio and define strategies to buy, sell or hold an asset(s).  

Markowitz (1952) proposed the Mean-Variance (MV) framework to solve the portfolio 

optimization problem using quadratic programming. The framework works on the assumption 

that the asset returns follow the multivariate normal distribution. It aims to find the “efficient 

frontier”, which consists of the combination of various assets that minimizes the risk at various 

levels of return or minimizes return at various levels of risk. The concept of portfolio 

optimization has been extended by various researchers (Golmakani and Fazel, 2011; Soleimani 

et al., 2009; Lin and Ko, 2009; Chang et al., 2009; Cura, 2009; Chen et al., 2009; Doerner et al., 

2004). 

Despite its wide use and advantages, the standard MV framework has few weaknesses. Real 

world data does not support the assumption of multivariate normal distribution. This assumption 

tends to ignore the occurrence of extreme events like 1987 stock market crash (Aouni et al., 

2014). An optimal portfolio constructed using MV framework includes a large number of 

different assets. Implementation of this portfolio with a larger number of smaller assets would 

increase the transaction cost. The standard MV framework was formulated as a quadratic 

programming problem. Existing algorithms for solving quadratic programs can find an optimal 
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solution in a reasonable time if the number of assets is small. However, these existing algorithms 

fail when constraints like bounding constraints and cardinality constraints are considered in the 

MV framework. Hence, the standard M-V framework with consideration of few additional 

constraints can be classified as Non-deterministic Polynomial-time hard (NP-hard) problem 

(Maringer and Kellerer, 2003; Singh et al., 2010). 

Today, there is a remarkable increase in the number of listings of companies on a stock 

exchange. For instance, as of March 2015, Bombay Stock Exchange (BSE) lists more than 5000 

companies (BSE, 2015) while National Stock Exchange (NSE) lists more than 1500 companies 

(NSE, 2015). Various sources of information like financial statements, stock prices, and 

economic conditions are used by the investors to select stocks. Now, it is challenging for the 

investors to screen and select the most profitable stocks. Evaluation and selection of assets are 

considered to be important processes since they influence the asset allocation process. The scope 

of this paper is limited to asset selection phase of portfolio optimization. The asset type 

considered here is limited to stocks. The main focus of this paper is to evaluate the financial 

performance of the firms and, thus, aid the investors to screen and select the stocks for 

investment. Smith (1990) suggested the application of Data Envelopment Analysis (DEA) to the 

portfolio optimization problem. 

Since its development by Charnes et al. (1978), DEA is a well-acknowledged technique to 

measure the efficiency of comparable units. But it fails to differentiate the efficient firms from 

the inefficient ones when the number of input and output parameters is larger than the number of 

comparable units. This problem is also known as curse of dimensionality. In order to overcome 

this limitation of DEA, a hybrid Principal Component Analysis (PCA) - Data Envelopment 

Analysis (DEA) is used. The study does not indicate that this is the only method of decision-

making, but shows the application of PCA-DEA as a strategy for selection of stocks. 

A brief review of previous works is provided in the next section. Section 3 discusses PCA-DEA 

approach followed by the methodology adopted for the study in Section 4. Section 5 presents 

results and discussion followed by the study’s conclusion in Section 6. 
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2. Previous Works 

The seminal work of Markowitz (1952) laid the stepping stone for portfolio optimization, which 

later became one of the pioneering research domains of Modern Portfolio Theory. During the 

past decade, many researchers have used DEA as a strategy for stock selection in various stock 

exchanges. For instance, DEA was used to construct portfolio(s) of stocks from the property 

sector in Malaysian stock market (Ismail et al., 2012). The study was carried out for the period 

2004-05. The input parameters consisted of dividend yield, trading volume, liquidity, book-to-

market, size, price-earnings, risk, leverage ratios, and asset utilization ratios. The output 

variables were return on equity and return on asset. The study concluded that the portfolio 

comprising of DEA-efficient firms produced positive Cumulative Annual Returns (CAR) over a 

long period.    

Edirisinghe and Zhang (2008) proposed a relative financial strength indicator (RFSI) using DEA 

for firms from US technology sector. RFSI was calculated in two ways: first using the raw 

numbers (total assets, inventory, accounts receivable, revenue, long-term debts, net income and 

total liabilities) from the financial statements and second, using financial ratios (profitability, 

liquidity, leverage, valuation, asset utilization and growth ratios). It was observed that the RFSI 

calculated using latter showed a higher correlation with the stock price. Further, the portfolio 

constructed using RFSI of financial ratios performed better.  

Chen (2008) compared two strategies, namely, size-effect and DEA as a means of stock 

selection, for companies listed on Taiwan Stock Exchange. In the first strategy, market equity, 

which is stock price times the number of outstanding, was considered as the size of the firm. The 

portfolio was formed by including firms of smaller size. In the second strategy, both CCR (refers 

to the names of the authors Charnes, Cooper, and Rhodes) and BCC (refers to the names of the 

authors Banker, Charnes, and Cooper) models of DEA were used to select the firms. Based on 

the performance of the portfolio, the study concluded that size-effect is not an appropriate 

strategy for portfolio optimization in Taiwan Stock Exchange. The portfolio constructed using 

DEA produced superior returns.  

The effectiveness of DEA as a stock selection strategy was tested for value stocks (i.e., stocks 

with market value lower than book value) (Pätäri et al., 2010).  Valuation ratios (i.e., E/P, D/P, 
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and B/P) were taken as input and output parameters. The sample consisted of Finnish non-

financial stocks over the period of 1993-2008. Three variants of DEA, namely, CCR, BCC and 

super-efficiency models were used. The value portfolios performed better than the market 

portfolio and the growth portfolios (consisting of stocks with market value higher than book 

value). Pätäri et al. (2012) carried out a similar study by combining both momentum and value 

indicators into a single efficiency score. Various combinations of input parameters (enterprise 

value-per-share and stock price) and output parameters (earnings before interests, depreciation 

and amortization (EBITDA), Book value-per-share and dividend-per-share) were used in the 

determination of efficiency scores. Based on the efficiency scores, the stocks were classified into 

3-quantile portfolios. The top quantile portfolio performed better than the market portfolio.  

Ke et al. (2008) compared the effectiveness of standard DEA and weight-restricted DEA model 

as a stock selection strategy in China A-share stock market. Standard DEA assumes equal 

importance to all the input and output parameters whereas weight-restricted DEA considers the 

relative importance of the input and output parameters. Weight-restricted DEA was used to 

increase the discriminatory power of DEA. The study concluded that weight-restricted DEA 

model is effective for constructing portfolios for the investors with a high risk profile. The 

limitation of weight-restricted DEA is that the relative importance of input and output parameters 

is based on the subjective judgment of the experts.  

Dia (2009) proposed a four-step methodology for portfolio selection. In the first phase, the risk 

preferences of the investors are specified, followed by the determination of efficiency using 

DEA. The portfolio is formed based on the investor’s risk preferences and the efficiency scores. 

In the final step, the investors choose the portfolio that suits their risk profile. The sample 

consisted of 45 stocks from Tunisia Stock Exchange. The constructed portfolios showed superior 

returns.  

In another study by Singh et al. (2010), the portfolios obtained using DEA and ordered-weighted 

averaging (OWA) operator were compared for Nifty stocks during the period 2005-07. Input and 

output parameters were variance of the securities and expected returns, respectively. The 

portfolio formed using DEA showed better returns while the portfolio formed using OWA 

operator performed better.  
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Hsu (2014) proposed a four-stage integrated approach for portfolio optimization for stocks in the 

semiconductor section of Taiwan Stock Exchange. In the first stage, based on historical financial 

performances, the potential stocks were selected using DEA. In the second stage, the asset 

allocation was addressed using Markowitz MV framework. The investment proportion was 

determined using Ant Bee Colony (ABC) optimization. In the third stage, a forecasting model to 

predict stock price was built using Genetic Programming (GP). In the last stage, transaction rules 

were defined for buying, selling or holding the stocks.  

The above-mentioned studies show the effectiveness of DEA as a stock selection strategy for 

portfolio optimization in various stock markets. Most of the studies used standard DEA and few 

used weight-restricted DEA. As already mentioned in the previous section, DEA suffers from the 

curse of dimensionality. It misclassifies the inefficient firms as efficient firms. The potential 

stocks for investment are decided based on the efficiency score. In order to overcome the curse 

of dimensionality, weight-restricted DEA has been used where the relative importance of the 

output and input parameters is decided based on the expert opinion, which is subjective and may 

be biased. Hence, misclassification of firms costs a lot to the investors. None of the above-

mentioned works addressed the issue of reducing the output and input variables to increase the 

discriminatory power of DEA without the need for expert’s judgment and its implementation for 

selection of stocks. 

3. Principal Component Analysis – Data Envelopment Analysis (PCA-DEA) 

This section briefly discusses Data Envelopment Analysis (DEA) and its limitations. It also gives 

an idea about Principal Component Analysis (PCA) and the formulation of PCA-DEA model. 

3.1. Data Envelopment Analysis 

In their seminal work, Charnes et al. (1978) and Banker et al. (1984) laid the foundation of Data 

Envelopment Analysis (DEA) by extending the work of Farrell (1957). DEA is a non-parametric 

linear programming technique that helps to determine the relative efficiencies of comparable 

units, which are known as decision making units (DMUs). Relative efficiency is calculated as the 

ratio of the weighted average of output parameters to the weighted average of input parameters. 

A DMU is considered to be efficient if it has an efficiency score of 1. Otherwise, it is considered 
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to be inefficient. The fractional form of CCR model for n comparable DMUs is given in 

Equation 1. 

1
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∑

∑

∑

∑
    (1) 

where,  xia represents the ith input of the ath DMU;  

qia represents the weight of that input;  

yja represents the j
th
 output of the a

th
 DMU;  

pja represents the weight of that output;  

xin and yjn represent the i
th

 input and j
th

 output, respectively of the n
th
 DMU. 

ηa represents the relative efficiency of DMUa with respect to other DMUs. 

 

The above equation represents the calculation of efficiency of DMU a with respect to other 

DMUs, the formulation has to be repeated for remaining DMUs. The fractional DEA model is 

difficult to solve, hence they are converted to linear programming formats, which are simple and 

easy to solve. The linear programming formulations of CCR model and constant returns-to-scale 

additive models for n comparable units are represented in equations 2 and 3, respectively. 

Readers are suggested to refer Adler and Yazhemsky (2010) to read more about different DEA 

models and their properties.  
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s t QX PY

P e

Q e

−

− ≥

≥

≥

      (3) 

where, j outputs are denoted by Y;  

i inputs are denoted by X;  

e is vector of ones;  

X
a
 represents the input column of DMU under consideration, DMUa; 

Y
a
 represents the output column of DMU under consideration, DMUa; 

P represents the vector of output weights; 

Q represents the vector of input weights.  

DEA has been applied in various fields including health organizations (Jorge et al., 2013), 

strategic decision making (Saen and Azadi, 2011) and performance evaluation of metallurgical 

firms (Tsolas, 2014). Wide applicability and use of DEA is due to its ability to handle multiple 

input and output parameters for evaluating the relative efficiency. But the accuracy of evaluation 

of efficiency is affected by the proportion of number of DMUs and number of output and input 

parameters. Golany and Roll (1989) recommended that the number of DMUs should be at least 

twice the total number of input and output parameters. Dyson et al. (2001) suggested that the 

number of DMUs should be more than twice the product of number of output and input 

parameters. The conventional way to resolve this issue is to eliminate few parameters. 

Elimination of even one input/output parameter affects the efficiency scores (Adler and 

Yazhemsky, 2010). The next approach is the use of relative importance scale for input and 

output parameters with the help of expert opinion as in the case of weight-restricted DEA (Ke et 

al., 2008). The major limitation of expert opinion is that it is biased and subjective.  
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Several attempts have been made by the researchers to reduce the number of input and output 

variables for DEA. These include integrating principal component analysis with DEA (PCA-

DEA) (Ueda and Hoshiai, 1997; Adler and Golany, 2001), variable reduction using partial 

correlation (Jenkins and Anderson, 2003), regression-based analysis (Ruggiero, 2005) and 

efficiency contribution measure (ECM) (Pastor et al., 2002). Adler and Yazhemsky (2010) and 

Nataraja and Johnson (2011) reviewed and compared all these approaches. The performance of 

ECM is moderate, but the run-time is long. Regression-based analysis requires shorter run-time, 

but the performance is not as good as ECM. Variable reduction using partial correlation is same 

as that of removal of one or more input and/or output parameters, whereby the efficiency score 

gets affected. Of all these approaches, PCA-DEA seemed to perform better as the information 

loss is less. PCA-DEA retains the information in the original variables in the form of principal 

components. It neither eliminates an entire parameter nor requires the need for expert opinion. 

Due to the non-iterative nature of PCA-DEA, the run-time is smallest. 

 

3.2. Principal Component Analysis 

Principal Component Analysis (PCA) is a statistical technique that transforms a dataset into a set 

of linearly uncorrelated variables called principal components (PC) (Hair et al., 2009). Let the 

random vector of output (or input parameters) to be transformed be Y = [Y1, Y2,...,Yp]. The 

correlation matrix of vector Y is represented as C with normalized eigenvectors l1, l2,...,lp and 

eigenvalues λ1 ≥  λ2 ≥ ... ≥ λp ≥ 0.  

The linear combinations are represented as: 

1 1 2 2 ...
i

t t t t

PC i i i pi pY l Y l Y l Y l Y= = + + +        (4) 

( ) , 1,2,...,
i

t

PC i iVar Y l Cl i p= =         (5) 

( , ) , 1,2,..., , 1, 2,..., ,
i k

t

PC PC i kCorrelation Y Y l Cl k p i p i k= = = ≠   (6) 

where t represents the transpose operator. 
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The variance of the dataset is explained by PCs in a certain ratio, where ratio represents the 

eigenvalues of the correlation matrix C. Descending order of the eigenvalues indicates that the 

PC1 explains the maximum variance of the dataset compared PC2 and so on. This indicates the 

PC1 is correlated with at least few of the original output (or input parameter, as the case may be). 

The number of PCs formed is equal to or less than the number of variables in the dataset. The 

orthogonality of the eigenvectors accounts for the uncorrelated principal components. In other 

words, PC1 is not correlated to PC2, which is not correlated to its lower level PCs. All the 

components extracted have two important properties: each component explains the maximum 

variance in the dataset that was not explained by its predecessor, and the components are 

uncorrelated with its respective preceding component. 

3.3. PCA-DEA Formulation 

The concept of integrating Principal Component Analysis (PCA) with Data Envelopment 

Analysis (DEA) was developed independently by Ueda and Hoshiai (1997) and Adler and 

Golany (2001, 2002). The PCA-DEA model overcomes the limitation of DEA model, which fails 

to discriminate the efficient DMUs from the inefficient DMUs when the number of input and 

output parameters is large in comparison to the number of DMUs.  

The DEA models in equations 2 and 3 are transformed to accommodate the principal 

components, instead of the original data. As seen in equation 4, principal components are 

nothing but the linear combination of weighted input and output parameters. The formulation of 

both CCR and additive are transformed in such a way that when all the PCs are included in the 

PCA-DEA model, the resulting efficiency would be same as that of standard DEA. The PCA-

DEA formulation for CCR and constant returns-to-scale additive models for n comparable units 

are given in equations 7 and 8, respectively (Adler and Yazhemsky, 2010). 

																																		���������
			�


� ��

       (7) 

�. �.		��

� ��
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� ��
 −		�
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QPC and PPC are free 

���������
		��
��


 −		� ��

      (8) 

�. �. ��
��
 −		�
��
 	≥ 0 

��
�� 	≥ ! 

	�
�� 		≥ ! 

��
"
−	��
"#$

	≥ 0 

	�
" −		�
"#$ 	≥ 0 

%&'	� = 1,… ,� − 1, ��
 	��*		�
 	�'!	%'!! 

where, QPC and PPC are the vectors of output and input weights, respectively. From the 

definition of principal components, we know that YPC = LyY and XPC = LxX, where Ly and Lx are 

the PCA coefficients of output and input data, respectively. So, QPC ≡ QPC LxX, which implies 

that Q = QPC Lx and QPC ≡ PPC LyY  implying P = PPCLy (Adler and Golany, 2002). This model 

is equivalent to that of the standard DEA model where PCs explain 100% variance of the dataset.  

In PCA, PCs are prioritized in descending order of importance. Constraints QPCi - QPCi+1 ≥ 0 and 

PPCi - PPCi+1 ≥ 0 ensure that the weight of PC1 is at least equal to or greater than PC2, the weight 

of PC2 to be at least equal to or greater than PC3 and so on. In this way, PCA increases the 

discriminating ability of the DEA model (Adler and Golany, 2002).  

PCs are obtained through the orthogonal rotation of the coordinate system than the parallel 

translation. This property enables the application of PCA-DEA model to all basic DEA models 

such as standard radial Constant Returns to Scale and Variable Returns to Scale model, without 

affecting their basic properties (Adler and Yazhemsky, 2010). The PCA-DEA model is robust to 

sample size (Yap et al., 2013). The conventional way of variable reduction is dropping the 

variable(s), which would underestimate the efficiency score. There is a loss of information when 

a variable is not considered for the analysis. In PCA-DEA model, the PCs that do not contribute 

much to the variance of the data are dropped. The complete information on an input or output 

parameter is not lost until the principal component weight representing the variable is eliminated. 

In this way, the information loss is minimized. In addition, PCA-DEA is similar to weight-

restricted DEA without the need for expert opinion, which is subjective. 
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4. Methodology 

Section 4.1 deals with the process of data collection, followed by selection of input and output 

parameters in Section 4.2. Section 4.3 briefly explains the application of PCA-DEA model for 

evaluation of the efficiency of the stocks quoted on NSE. 

4.1. Data Description 

The data sample consists of non-financial stocks quoted on National Stock Exchange (NSE). 

Established in 1992, NSE is one of the leading stock exchanges in India. As of January 2015, it 

is the world’s 12
th
 largest stock exchange in terms of market capitalization (NSE, 2015). It was 

set up to bring transparency in the Indian capital market. It was the first stock exchange in the 

country to ease the trading facility by providing fully automated electronic trading system.  

The total number of non-financial stocks quoted on NSE as of July, 2014 was 1523. On the basis 

of similar business functionality, the stocks were classified into 15 sectors. Investing in stocks 

from different sectors helps to diversify the risk. The period of study is 2006-2013.  

In an exchange, there are three kinds of trading statuses: active, inactive and suspended. Active 

stocks are those that are being actively traded. Inactive stocks refer to those that are not listed 

either on NSE or BSE but on regional stock exchanges. It also refers to those stocks that are 

listed on NSE or BSE but are not being traded actively. The stocks that do not comply with the 

rules and regulations of the stock exchanges are suspended from being traded (SEBI, 2014). 

Hence, the stocks that were inactive and suspended during the period of study were not 

considered. Also, the stocks that were delisted during the study period and also those with 

incomplete data were removed. The stocks with alternating fiscal year ends during the study 

period were eliminated. For instance, the fiscal year ends of Eicher Motors were March and 

December during the period of 2006-08 and 2008-13, respectively. Hence, Eicher Motors was 

not considered for analysis. At the end of this process, the number of stocks was reduced to 523 

as shown in Table 1. Both the financial statement and the stock price data were collected from 

ACE Equity database. 
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Table 1: Sectors and Number of Firms 

S.No. Sector Number of Firms 

1 Food & Beverages  33 

2 Personal Products 13 

3 Textile 49 

4 Industrial Metals 31 

5 Chemicals 76 

6 Construction 27 

7 Pharmaceutical 41 

8 Media 21 

9 ICT 47 

10 Automobile 52 

11 Construction Material 31 

12 Consumer Services 35 

13 Power  10 

14 Engineering 35 

15 Electric Equipment 22 

 Total  523 

 

4.2. Input and Output Parameters 

Selection of input and output parameters plays a vital role in evaluating the relative financial 

performance of the firms (Golany and Roll, 1989). Hence, they must be selected appropriately. 

While determining the financial health of the firm, raw financial numbers such as total assets and 

total liabilities do not aid in differentiating the healthy stocks from the unhealthy stocks. Hence, 

the ratios calculated using data from the financial statement of the firms are chosen to establish 

the financial performance of the firms (Edirisinghe and Zhang, 2007).   The financial ratios of 

financial firms are different from that of non-financial firms, hence, the latter group is not 

considered for the analysis. 

The financial health of a firm can be analyzed using six aspects: liquidity, leverage, asset 

utilization ratio, profitability, growth ratio and valuation ratio. The generation of revenue by a 

firm is explained using profitability and growth ratios, hence they are classified as output 

parameters. Valuation ratio explains the perception of the investors towards the success of the 

firm. The planning and operational strategies of the firm are evaluated using asset utilization, 

liquidity, and leverage ratios; hence, they constitute the input parameters for PCA-DEA analysis 
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(Edirisinghe and Zhang, 2008). A set of 18 financial ratios is used as input and output parameters 

as shown in Table 2. These parameters are supported by the work of Ismail et al. (2012), Tehrani 

et al. (2012), Hwang et al. (2010), Edirisinghe and Zhang (2008), Feroz et al. (2003) and Powers 

and McMullen (2000). 

4.3.PCA-DEA Framework for Stock Selection 

DEA model evaluates the relative efficiency of the comparable units called Decision-Making 

Units (DMUs). Here, DMUs consist of firms from different sectors. As seen from Table 1, the 

number of DMUs in few sectors, namely, power sector and construction sector do not satisfy the 

rule of thumb proposed by Golany and Roll (1989). Except for Chemicals, none of the sectors 

satisfies the rule of thumb proposed by Dyson et al. (2001) (Refer Section 3.1). This affects the 

discriminatory power of the standard DEA model, thus, classifying the majority of DMUs as 

efficient. Integrated PCA-DEA approach overcomes this problem of DEA (Adler and 

Yazhemsky, 2010). Further, PCA-DEA model is robust to the size of DMUs (Yap et al., 2013). 

Hence, PCA-DEA is approach is used for the analysis.  

Table 2: Input and Output Parameters 

Parameter Measures Financial Ratio 

 

 

 

 

Input 

 

Liquidity Ratios 

Debt to Equity Ratio 

Quick Ratio 

Current Ratio 

 

Leverage Ratios 

 

Solvency Ratio I 

Solvency Ratio II 

Leverage Ratio 

 

Asset Utilization 

Asset Turnover 

Inventory Turnover 

Receivables Turnover 

 

 

 

 

Output 

 

 

Profitability Ratio 

Return-on-Assets 

Earnings per Share 

Net Profit Margin 

Return-on-Equity 

 

Growth Ratio 

Revenue Growth Rate 

Earnings per Share Growth Rate 

Net Income Growth Rate 

Valuation Ratio 

 

Price to Earnings Ratio 

Price to Book Ratio 
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In the data pre-processing phase, the data is normalized by dividing the elements of each input 

and output data by its respective mean. This ensures that the data set has similar magnitude. Data 

with similar magnitude helps to overcome the scaling issues and the round-off errors problems 

faced by few mathematical programming softwares (Sarkis, 2007). 

The financial performance of the firms from various sectors during the period of study is 

evaluated using the integrated PCA-DEA approach. The PCA-DEA approach for stock selection 

is shown in Figure 1. The steps of the approach are enumerated below:  

1. Reduction using PCA: In this phase, consider a sector for a particular year. Run Principal 

Component Analysis (PCA) for inputs and outputs separately.  

2. Stepwise Reduction of Information Level: Information level refers to the amount of 

information that should be retained in the model. In other words, it represents the amount 

of variance in the input and output that is explained by their respective principal 

components (XPC and YPC). The information level in the model is decreased by 5% at 

each stage starting from 100% till it reaches 80%. When the information level is reduced 

below 80%, the model classifies the efficient firms as inefficient. In order to avoid this 

overestimation bias, the efficiency is calculated till 80% information level. As mentioned 

in the previous section, when PCs explain 100% variance of dataset, the PCA-DEA 

model is nothing but the standard DEA model. 

3. Evaluation of Efficiency: At each information level the relative efficiency of the firm is 

calculated using Equation 7.  

4. Repeat steps 2 and 3 for remaining years. 

5. Repeat steps 1, 2 and 3 for remaining sectors. 

6. Examine the efficiency of the firms at various information levels (i.e., 100%, 95%, 90%, 

85% and 80%). Identify the desired information level that meets the investor’s desired 

level of discrimination. 

7. Stock Selection Criterion: Similar to DEA model, the firms with the efficiency score of 1 

are considered to be efficient in PCA-DEA model and rest are considered to be 

inefficient. The criterion for selecting stocks is that for a desired information level, the 

stocks should be efficient throughout the period of study.   
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Let us consider the firms from Personal Products sector for the year 2006. PCA was carried on 

inputs and outputs separately to obtain their respective principal components and the percentage 

variance explained by them. Determine the relative efficiencies using Equation 7 for 100% 

information level. This refers to the standard DEA model. Reduce the information level by 5%. 

Determine the efficiency for 95% information level. Repeat the process till the information level 

reaches 80% for firms from the personal sector for the year 2006. For the same sector, repeat the 

process for remaining years (2007-2013). The complete process
*
 is repeated for other sectors for 

all years. Identify the desired information level and apply the stock selection criterion for all 

sectors. 

5. Results and Discussion 

This section presents the results of the PCA-DEA model. First, the PCA results are discussed, 

followed by the relative efficiency of the firms and recommendations to the investors. In 

addition, managerial implications for the firms are discussed. 

5.1.Principal Component Analysis 

PCA helped to increase the discriminatory power of DEA by reducing the dimensions of the 

linear program. The PCA results of firms from Personal Products sector for the year 2013 are 

shown in Table 3. From the table, it can be seen that the first principal component of output 

parameter PCy1 captures at least 77% of the variance in the data. When PCy2 and PCy3 are 

considered (in addition to PCy1), almost 95% of the total variance is explained. In case of input, 

PCx1, PCx2, PCx3 and PCx4 explain at least 95% of the total variance in the data. In Table 3, rows 

3-11 and 14-22 represent the PCA linear coefficients of inputs and outputs, respectively.  

When the information level is 95% (i.e., 95% of the variance is explained by PCs). PCy4 to PCy9 

of the output parameters can be dropped for efficiency calculation. It can be seen from Table 3, 

none of PCs dropped solely influences an entire output variable Ly1,...,Ly9, with no contribution 

of other PC combinations. Though dropping of few PCs causes little loss of information but it is 

not same as dropping of an entire input/output parameter. 

_____________________________  

*
Computations carried out using software available on http://pluto.huji.ac.il/ 

msnic/PCADEA.htm 
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Figure 1: Proposed Approach for Stock Selection using PCA-DEA 
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5.2.Efficiency of the Firms 

The firms that have an efficiency score of 1 are considered to be efficient, otherwise they are 

inefficient firms. Descriptive statistics of the relative efficiency of the firms from Food & 

Beverage sector during year 2006 for various information levels is shown in Table 4. First row 

represents the percentage of information retained in the model (i.e., the amount of variance 

explained by PCxs and PCys. As mentioned earlier, when PCxs and PCys explain 100% variance 

in the dataset, it is same as the standard DEA model. Hence, column 2 represents the descriptive 

statistics of the standard DEA model. Columns 3-6 represent the descriptive statistics of PCA-

DEA model for 95% to 80% information level. Around 82% of firms are found to be DEA 

efficient while only 52% of the firms are found to be efficient in PCA-DEA model at 95% 

information level. It can be observed that the standard DEA model overestimated the inefficient 

firms. 

Table 4: Descriptive Statistics of Efficiency of firms (Food & Beverage Sector, year 2006) 

for various Information Levels 

 Information Level in the Model 

100% 95% 90% 85% 80% 

Minimum Efficiency 0.4314 0.2168 0.2151 0.1198 0.1198 

Maximum Efficiency 1 1 1 1 1 

Average Efficiency 0.9479 0.8499 0.8263 0.7353 0.7353 

Efficient Firms (%) 81.82 51.52 45.45 30.30 30.30 

Total Number of Firms 33 33 33 33 33 

 

The efficiency scores of the firms from the Construction sector throughout the 8 years (i.e., 

2006-2013) are shown in Table 5. The first column represents the firms, i.e., DMUs for PCA-

DEA model. Columns 2 to 9 represent the efficiency of the firms for years 2006-2013 when the 

information level is 100% (i.e., standard DEA model). Columns 10 to 17 represent the 

efficiencies of firms when 95% variance of dataset is explained. The efficiency scores 

corresponding to 90%, 85% and 80% of information level are not shown here. From Table 5, it 

can be observed that 89 per cent of firms are found to be efficient using the standard DEA model 
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(i.e., when the information level is 100%). This indicates the inability of standard DEA model to 

discriminate the firms when the number of DMUs (in this case, 27) is less than twice the number 

of input and output variables (i.e., 2*(9+9) = 36) (Dyson et al., 2001). 

The firms that are efficient throughout 8 years (i.e., from 2006-2013) are considered to be the 

potential candidates for next stage of portfolio optimization, i.e., asset allocation. For instance, 

Larsen & Toubro Ltd. is found to be efficient in all 8 years, hence, can be shortlisted for 

investment. Whereas, Bharti Shipyard Ltd. found to be efficient in all years except 2012, is not 

considered for investment. The same criterion is applied to firms in remaining 13 sectors. The 

number of potential candidates in different sectors is shown in Table 6. The stocks from different 

sectors are considered in order to diversify the unsystematic risk in a portfolio, thus reducing the 

total risk of the portfolio. A total of 115 potential stocks are obtained using standard DEA while 

41 potential stocks are obtained using PCA-DEA. This reiterates the fact that the DEA model 

overestimates the efficient firms. 

6. Conclusion  

The focus of this study was to screen and select the stocks quoted on NSE based on their 

historical financial performances. The financial performances were assessed in the form of 

financial efficiency using standard DEA and PCA-DEA with varying information levels. Though 

standard DEA model aided in the selection of the stocks, but it misclassified several inefficient 

firms as efficient. Since portfolio optimization is a decision-making process where investors 

select the stocks with high return and low risk, investing in an inefficient firm could be costly. In 

order to overcome this problem, PCA-DEA model was used, where PCA helped to reduce the 

number of input and output parameters with minimum loss of information. Unlike weight-

restricted DEA, PCA-DEA does not employ expert’s opinion to discriminate the efficiency of the 

firms and thus, avoiding subjectiveness of their judgments.  

In addition, the results obtained from the model can be used by the firms to benchmark their 

performance with those that are best within their industry. The inefficient firms can try to adopt 

the process(es) of the efficient firms to improve their performance.  
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Table 6: Number of Efficient Firms in Different Sectors 

  % Information Retained 

S.No. Sector 100% 95% 

1 Food & Beverages  10 3 

2 Personal Products 8 1 

3 Textile 6 3 

4 Industrial Metals 7 3 

5 Chemicals 7 5 

6 Construction 11 3 

7 Pharmaceutical 8 4 

8 Media 2 1 

9 ICT 7 2 

10 Automobile 8 3 

11 Construction Material 7 1 

12 Consumer Services 11 4 

13 Power  8 1 

14 Engineering 9 4 

15 Electric Equipment 6 3 

 Total  115 41 

 

Here, the efficiencies of two DMU groups have not been compared. It is quite possible that the 

efficient stocks under one DMU group might be inefficient when compared to inefficient stocks 

of second DMU group. For instance, Unitech Ltd is found to be efficient in Construction sector. 

But it may not be efficient compared to SRF Ltd., an inefficient firm in Textile sector. Two 

different DMU groups can be compared following the work of Banker et al. (2010) and Barrett 

and Donald (2003).  

The study can be extended to next phase of portfolio optimization, i.e., asset allocation, where 

the stocks selected in this can be used as the input. The applicability of the model can be tested 

for stock selection in other stock exchanges. 
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