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As companies and organizations have grown to rely on their computer systems and net-
works, the issue of information security management has become more significant. To
maintain their competitiveness, enterprises should safeguard their information and try
to eliminate the risk of information being compromised or reduce this risk to an acceptable
level. This paper proposes an information security risk-control assessment model that
could improve information security for these companies and organizations. We propose
an MCDM model combining VIKOR, DEMATEL, and ANP to solve the problem of conflicting
criteria that show dependence and feedback. In addition, an empirical application of eval-
uating the risk controls is used to illustrate the proposed method. The results show that our
proposed method can be effective in helping IT managers validate the effectiveness of their
risk controls.

� 2011 Elsevier Inc. All rights reserved.
1. Introduction

In an era of computers and computer networks, corporations and public organizations have implemented computeriza-
tion: (i) to reduce labor costs, materials, and financial investment; and (ii) to achieve convenient and effective services. But
with the development of computers and computer-networks, the threat of information security incidents that could jeopar-
dize the information held by organizations is becoming increasingly serious; such incidents may even be serious enough to
cause the failure of enterprises. To maintain their competitiveness, enterprises should safeguard their information system
and try to eliminate the risk of being compromised or to reduce this risk to an acceptable level. There are many studies that
deal with methods of information security risk assessment and ways of achieving risk controls. However, few studies calcu-
late the integrated risks or assess the performance of the implemented controls after taking into account the dependence
among criteria. Because information-risk factors are usually dependent on each other, it is not advisable to use traditional
assessment methods where the assessment factors or criteria are assumed to be independent. Therefore, this study proposes
an information security risk-control assessment model (ISRCAM) that combines the VlseKriterijumska Optimizacija I Kompro-
misno Resenje technique (in Serbian, which means Multicriteria Optimization and Compromise Solution), also known as VI-
KOR, the decision-making trial and evaluation laboratory (DEMATEL), and the analytic network process (ANP) to solve the
problem. We hope to use this hybrid MCDM method to accurately model the interdependent risk factors and improve infor-
mation security. Finally, an empirical example for information security risk control is presented to illustrate our proposed
method.
. All rights reserved.
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Multiple criteria decision-making (MCDM) methods are often used to deal with problems in management that are char-
acterized by several non-commensurable and conflicting (competing) criteria, and there may be no solution that satisfies all
criteria simultaneously. Risk-related assessment often uses MCDM to deal with problems having multiple and conflicting
objectives. Liu et al. [19] stated: ‘‘Multicriteria-analysis techniques could help decision-makers evaluate risks and counter-
measures (controls) when conflicting criteria must be considered and balanced’’. Thus, MCDM methods can provide IT (infor-
mation technology) managers with systematic and repeatable methods for evaluating information-security-risk-related
problems. Since understanding the performance gaps of the implemented controls to an assumed ideal performance level
is important for assessing the effectiveness of the various risk controls, compromise-programming methods can be used
to rank the risk-control areas or objectives. Among the MCDM methods, VIKOR and TOPSIS procedures are based on an
aggregating function representing ‘‘closeness to the ideal’’. Furthermore, they use the compromise-programming method
to rank and improve alternatives. The TOPSIS method was first developed by Hwang and Yoon [10] based on the concept
that the chosen alternative should: (a) have the shortest distance from the ideal solution and (b) be the farthest from the
negative-ideal solution, using Euclidean distance [10]. However, Opricovic and Tzeng [28] showed that TOPSIS has several
shortcomings in its ranking process. Therefore, their study proposed an alternative VIKOR method to replace TOPSIS
[27,28]. This research also uses the VIKOR method to rank the risk-control areas and risk values.

The VIKOR method was developed by Opricovic [26]. Development of the VIKOR method began when Yu [45] proved the
Lp-metric for a distance function. The VIKOR method introduced the multicriteria ranking index based on a particular mea-
sure of ‘‘closeness to the ideal/aspired level’’ and was introduced as an applicable technique within MCDM [26]. This method
focuses on the ranking of a set of choices in the presence of conflicting criteria, which helps decision-makers select the ‘‘best’’
compromise choice [27]. The VIKOR method was developed as an MCDM method to solve discrete decision problems with
non-commensurable and conflicting criteria [40,41,27–29,31]. However, few papers discuss conflicting (competing) criteria
with dependence and feedback using this compromise solution method. Therefore, we developed the VIKOR method based
on the ANP and DEMATEL methods to solve the problem of conflicting criteria with dependence and feedback [30]. In addi-
tion, using the methods can help us rank the gaps for the risk-control objectives/areas. However, the VIKOR method ranks
and selects alternatives based on all the established criteria. Namely, it uses the same criteria to assess each alternative; thus,
using traditional VIKOR to rank their orders is unsuitable when each control clause/aspect of information-security risk has its
own criteria (different criteria or objectives). Furthermore, because, in practice, each enterprise or government agency has
different information-security risk controls, direct comparison is also not possible. Hence, this research adopts an improved
VIKOR method, called VIKORRUG—VIKOR for Ranking Unimproved Gap [31]—for ranking the information-security-risk-con-
trol objectives and control areas.

ANP was proposed by Saaty as a new MCDM method to overcome the problems of interdependence and feedback among
criteria and alternatives in the real world [34]. ANP is an extension of AHP based on the concepts of Markov Chain, and it is a
nonlinear dynamic structure [35]. ANP is the general form of AHP [36] and has been used in MCDM to relax the restriction on
hierarchical structure. ANP has been applied successfully in many practical decision-making problems [15,17,21,22,39,46].
Furthermore, a hybrid model combining ANP and DEMATEL to solve the dependence and feedback problems has been suc-
cessfully used in various fields [8,18,42]. When dealing with ANP, we found that using the traditional method of normalizing
the unweighted supermatrix is not reasonable. In the traditional method, each criterion in a column is divided by the number
of clusters so that each column adds up to unity. Using this normalization method implies that each cluster has the same
weight. However, there are different degrees of influence among the clusters of factors/criteria in the real world. Thus,
the assumption of equal weights for each cluster to obtain the weighted supermatrix is unrealistic and needs to be improved
[32]. Thus, this study uses the results from DEMATEL to improve the normalization process in ANP. Thus DEMATEL
[3,4,6,7,44] is used not only to construct the interrelations between factors/criteria in building an NRM (network relations
map) but also to improve the normalization process of ANP.

In conclusion, the contribution of this study is to propose an ISRCAM model for criteria with interdependence and feed-
back to assess the performance of the risk controls of an information system. The results will help IT managers of businesses
or government agencies to understand the control areas or control objectives that should be enhanced to conform to the as-
pired levels or needs. In addition, by using DEMATEL to generate an NRM, the proposed method can help IT managers ana-
lyze the reasons behind why some controls having larger gaps and needs to be improved. Furthermore, we use an empirical
example of an enterprise information-security controls assessment to show the steps of a novel MCDM that combine VIKOR,
DEMATEL, and ANP [30] to solve the problem of conflicting criteria with dependence and feedback. Our results show that this
proposed method helps us deal with conflicting problems of criteria with interdependence and feedback and improves the
normalization of the supermatrix to reflect reality.

The rest of this paper is organized as follows. In Section 2, the research framework is proposed. In Section 3, the hybrid
MCDM model is described. In Section 4, a numerical example with applications is illustrated to show the proposed methods
in real case. Discussions and conclusions are presented in Sections 5 and 6, respectively.
2. Research framework

The risk management process model [1] includes four steps: (1) risk assessment; (2) risk remediation; (3) risk monitoring
and review; and (4) risk management enhancement. The first step involves identifying and analyzing the vulnerability of
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exploitation by a threat. The second step involves using controls to address the risk; this is also called risk treatment. The
third step involves monitoring and measuring the risk controls for effectiveness. The fourth step is a continuous improve-
ment process based on observations from each of the previous steps, which serves as feedback for the risk management cy-
cle. The risk management process model is an ongoing process of assessing, addressing, monitoring risks, and subsequent
security enhancement. The strategy is the ‘‘Plan-Do-Check-Act (PDCA)’’ cycle, as shown in Fig. 1.

Since the ‘‘monitor and review risk’’ step is also an important process and few articles discuss it for the assessment of the
implemented controls in the ‘‘Check’’ step, this research focuses on improving the ‘‘monitor and review the risks’’ step by
proposing a risk-control assessment system to improve controls and reduce risk. The purpose of this research is to develop
an assessment model for previously implemented controls. The main framework is shown in Fig. 2, and it shows that risk
treatments, vulnerabilities, and implemented controls affect the selection of risk controls. The residual risks and the gaps
of the implemented controls, which are the distances from the actual performances to the aspired performances on the
implemented controls, are obtained by using risk-control assessment. Managers can then decide which controls should
be strengthened according to the assessment results. Subsequently, these results are referred to the next step in the process
– the risk management enhancement.

Because many studies adopt MCDM methods to assess risk-related problems, MCDM methods are also used to evaluate
the performances of the implemented risk controls. However, some articles have proposed risk-control assessment based on
the dependence and feedback among criteria during the ‘‘Check’’ phase. Therefore, we propose a suitable ISRCAM—a novel
VIKOR method combined with the DEMATEL technique and ANP, to accurately infer the gaps of the implemented controls
and control objectives. The following section explains our new methodology in detail.

3. A hybrid MCDM model

A VIKOR technique based on DEMATEL and ANP for evaluating and improving problems is proposed according to the
above descriptions. The procedures to this novel hybrid MCDM model, a combination of DEMATEL and ANP with VIKOR,
are schematically shown in Fig. 3 and explained in the following subsections.

3.1. DEMATEL

The Battelle Memorial Institute conducted a project concerning the concept of the DEMATEL technique through its
Geneva Research Centre [6,7]. The DEMATEL technique constructs the interrelations between factors/criteria to build a
network relations map (NRM) [8,18,32,42]. The method can be summarized as follows:

Step 1: Calculate the direct relation average matrix. Assuming the scales 0, 1, 2, 3 and 4 represent the range from ‘‘no influence
(0)’’ to ‘‘very high influence (4)’’, respondents are asked to propose the degree of direct influence each factor/crite-
rion i exerts on each factor/criterion j, which is denoted by dij, using the assumed scales. A direct relation matrix
would be produced by each respondent, and an average matrix D is then derived through the mean of the same fac-
tors/criteria in the various direct matrices of the respondents. The average matrix D is shown as follows:
D ¼

d11 � � � d1j � � � d1n

..

. ..
. ..

.

di1 � � � dij � � � din

..

. ..
. ..

.

dn1 � � � dnj � � � dnn

2
666666664

3
777777775

ð1Þ
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Fig. 1. Risk management process model (Source: [1]).



Fig. 2. The relation between the research framework and risk-management process model.
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Step 2: Calculate the initial direct influence matrix. The initial direct influence matrix X (i.e., X = [xij]n�n) can be obtained by
normalizing the average matrix D. In addition, the matrix X can be obtained through Eqs. (2) and (3), in which all
principal diagonal criteria are equal to zero.
X ¼ s � D ð2Þ

s ¼ min 1=maxi

Xn

j¼1

jdijj;1=maxj

Xn

i¼1

jdijj
" #

ð3Þ
Step 3: Derive the total influence matrix. A continuous decrease of the indirect effects of problems along the powers of X, e.g.,
X2, X3, . . . , Xh and limh?1Xh = [0]n�n, where X ¼ ½xij�n�n; 0 6 xij < 1; 0 <

P
ixij 6 1 and 0 <

P
jxij 6 1, and at least one

column sum
P

jxij or one row sum
P

ixij equals 1; then we can guarantee limh?1Xh = [0]n�n. So the total influence
matrix can be calculated as follows.
T ¼XþX2þ�� �þXh¼XðIþXþX2þ���þXh�1ÞðI�XÞðI�XÞ�1¼XðI�XhÞðI�XÞ�1
;when limh!1Xh¼ ½0�n�n; then

T ¼XðI�XÞ�1

ð4Þ
where T = [tij]n�n, for i, j = 1, 2, . . . , n and (I � X) (I � X)�1 = I. In addition, the method presents each row sum and col-
umn sum of matrix T:
r ¼ ðriÞn�1 ¼
Xn

j¼1

tij

" #
n�1

ð5Þ

c ¼ ðcjÞn�1 ¼ ðcjÞ01�n ¼
Xn

i¼1

tij

" #0
1�n

ð6Þ
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Fig. 3. Hybrid MCDM model procedures.
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where ri denotes the row sum of the ith row of matrix T and shows the sum of total effects (including direct and
indirect effects) of factor/element i on the other factors/elements. Similarly, cj denotes the column sum of the jth
column of matrix T and shows the sum of total effects (including direct and indirect effects) that factor/element j
has received from the other factors/criteria. Additionally, (ri + ci) provides an index of the strength of influences gi-
ven and received when i = j, that is, (ri + ci) shows the degree of the central role that factor i plays in the problem. If
(ri � ci) is positive, then factor i is affecting other factors, and if (ri � ci) is negative, then factor i is being influenced by
other factors [32,38,42].

Step 4: Set a threshold value and obtain the NRM. Based on the matrix T, each factor tij of matrix T provides network infor-
mation on how factor i affects factorj. Setting a threshold value a to filter the minor effects denoted by the factors
of matrix T is necessary to isolate the relation structure of the factors. In practice, if all the information from matrix T
converts to the NRM, the map would be too complex to show the necessary network information for decision-mak-
ing. In order to reduce the complexity of the NRM, the decision-maker sets a threshold value a for the influence level
to filter out minor effects: only factors whose influence value in matrix T is higher than the threshold value will be
chosen and converted into the NRM. The threshold value can be decided by experts. When the threshold value and
the relative NRM have been decided, the NRM can be drawn accordingly.

3.2. ANP

ANP is a mathematical theory that can systematically overcome all kinds of dependence [37]. The method can be de-
scribed in the following steps:

Step 5: Form an unweighted supermatrix through pairwise comparisons. The first step of the ANP is to use pair-wise compar-
isons with the criteria. The relative importance value can be determined assuming a scale of 1 to 9 to represent equal
importance to extreme importance [34,36]. The general form of the supermatrix can be described as follows:
ð7Þ
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where Cn denotes the nth cluster, enm denotes the mth criterion in the nth cluster, and Wij is the principal eigenvector
of the influence of the criteria in the jth cluster compared to the ith cluster. In addition, if the jth cluster has no influ-
ence on the ith cluster, then Wij = [0].

Step 6: Obtain the weighted supermatrix by multiplying the normalized matrix, which is derived according to the NRM from DEM-
ATEL. Normalization is used to derive the weighted supermatrix by transforming each column to sum exactly to
unity. The step is similar to the Markov chain concept for ensuring that the sum of the probabilities of all states
equals 1 [9]. In traditional ANP, normalization is done by dividing each criterion in a column by the number of clus-
ters so that each column will sum to unity exactly. This implicitly assumes that each cluster is given the same
weight. However, we know that the effect that a cluster has on the other clusters may be different in size. Thus,
the assumption of equal weight for each cluster in obtaining the weighted supermatrix is not a reasonable one in
traditional ANP, and DEMATEL is used to help relax this assumption by influential weights. First, we use the DEM-
ATEL method (Section 3.1) to derive the NRM. Next, this study uses the total influence matrix T and a threshold value
a to generate a new matrix (here, we can select to set a or not). Note that a is decided by the decision-makers or
experts. If the values in matrix T are less than a, then the values of the clusters in matrix T are reset to zero. Namely,
they have a lower influence on other clusters if their values are less than a. The new matrix with a � cut is called the
a � cut total influence matrix Ta.

where if tij < a, then taij ¼ 0, else ta
ij ¼ tij, and tij is in the total influence matrix T. The a-cut total influence matrix Ta

needs to be normalized by dividing the elements in row i by di ¼
Pn

j¼1ta
ij . Therefore, the normalized a-cut total influ-

ence matrix is represented as Ts.
Ts ¼

ta
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ð8Þ
The normalized matrix Ts and the unweighted supermatrix W are used according to Eq. (9) to obtain the weighted superm-
atrix Ww.
Ww ¼

ts
11 �W11 ts

21 �W12 � � � � � � ts
n1 �W1n

ts
12 �W21 ts

22 �W22
..
. ..

.

..

.
� � � � � � � � � ts

ni �W in

..

. ..
. ..

.

ts
1n �Wn1 ts

2nWn2 � � � � � � ts
nn �Wnn

2
6666666664

3
7777777775

ð9Þ
Step 7: Calculate the overall priorities with the limiting supermatrix. The weighted supermatrix Ww is multiplied with itself
multiple times to obtain the limiting supermatrix (limiting weighted supermatrix). In other words, the weighted
supermatrix is raised to the gth power until the supermatrix has converged and has become a stable supermatrix
in order to obtain the global priority-influential vectors, also called the ANP weights.
W� ¼ limg!1ðWwÞg ð10Þ
The ANP weights for each criterion can be obtained by limg?1(Ww)g, where g represents any number of power.

In brief, the overall weights are calculated by using the above steps to derive a stable limiting supermatrix. Therefore, a
hybrid model combining DEMATEL and ANP can deal with the problem of interdependence and feedback. The proposed
model described above is more suitable for dealing with real-world applications than the traditional method.
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3.3. VIKOR method

The compromise ranking method (VIKOR) was proposed by Opricovic as an MCDM method that helps a decision-maker
rank a number of choices or alternatives by looking at their performance scores with respect to a set of criteria [26]. Let k = 1,
2, . . . , m and A1, A2, . . . , Ak, . . . , Am denote the m alternatives facing a decision-maker. Let j = 1, 2, . . . , n, with n being the num-
ber of criteria. Then the performance score for alternative Ak with respect to the jth criterion is denoted by fkj. Let wj be the
weight on the jth criterion which expresses the relative importance of that criterion (here, weight wj is derived using DEM-
ATEL and ANP as described earlier). VIKOR uses the following Lp-metric:
Lp
k ¼

Xn

j¼1

½wjðjf �j � fkjjÞ=ðjf �j � f�j jÞ�
p

( )1=p

ð11Þ
where 1 6 p 61; k = 1, 2, . . . , m. In the traditional approach, the positive ideal point with respect to the jth criterion is de-
fined empirically as the highest performance score with respect to the jth criterion among all alternatives or f �j ¼maxkfkj.
Likewise, the negative ideal point with respect to the jth criterion is defined empirically as the lowest performance score
with respect to the jth criterion among all alternatives or f�j ¼minkfkj. Of course, instead of empirically searching for the
highest and lowest performance scores, we can also set the positive ideal point as the best/aspired level f �j in theory and
the negative ideal point as the worst value f�j in theory. Alternatively, if we flip the range of the scores for fkj so that the as-
pired level takes a value of 0 and the worst value takes the value of 10, we can define f �j ¼ 0 and f�j ¼ 10. This alternative
definition would be more appropriate in our empirical analysis of information security risk in real world, with a normalized
scale of 0 denoting the best value with no risk gap and a normalized scale of 1 denoting the worst value with the largest risk
gap. But in what follows we will revert to the traditional approach in our exposition. The VIKOR method also uses Lp¼1

k (as Sk)
and Lp¼1

k (as Qk) to formulate the ranking measure [26–29,40,41].
Sk ¼ Lp¼1
k ¼

Xn

j¼1

½wjðjf �j � fkjjÞ=ðjf �j � f�j jÞ� ð12Þ

Qk ¼ Lp¼1
k ¼maxjfwjðjf �j � fkjjÞ=ðjf �j � f�j jÞjj ¼ 1;2; � � � ;ng ð13Þ

Rk ¼ vðSk � S�Þ=ðS� � S�Þ þ ð1� vÞðQk � Q �Þ=ðQ� � Q �Þ ð14Þ
where S⁄ = minkSk, S� = maxkSk, Q⁄ = minkQk, Q� = maxkQk, and 0 6 v 6 1, with v as the weight on the strategy of maximum
group utility (average gap in scale normalization) and 1 � v as the weight on individual regret (maximal gap in special cri-
terion for priority improvement).

VIKOR ranks the alternatives by sorting the values of Sk, Qk and Rk, for k = 1, 2, . . . , m, in decreasing order. Opricovic [26]
and Opricovic and Tzeng [27] propose as a compromise the alternative (A(1)) which is ranked first by the measure min{-
Rkjk = 1, 2, . . . , m} if the following two conditions are satisfied:

H1. Acceptable advantage: R(A(2)) � R(A(1)) P 1/(m � 1), where A(2) is the alternative in the second position of the ranking
list by R; m is the number of alternatives.

H2. Acceptable stability in decision making: The alternative A(1) must also be the best when ranked by Sk and/or Qk, k = 1, 2,
. . . , m.

A set of compromise solutions is proposed if one of the above conditions is not satisfied. The set of compromise solutions
consists of:

(1) Alternatives A(1) and A(2), if H1 is satisfied and H2 is not satisfied.
(2) Alternatives A(1), A(2), . . . , A(M), if H1 is not satisfied. Note that A(M) is determined by the relation R(A(M)) � R(A(1)) < 1/

(m � 1) for maximum M (the positions of these alternatives are close).

The compromise solution minkLp
k will be chosen because its value is closest to the ideal/aspired level. In addition, when p

is small, group utility is emphasized (such as p = 1) and as p increases to p =1, the individual maximal regrets/gaps receive
more importance, as shown by Freimer and Yu [5] and Yu [45]. Therefore, minkSk emphasizes the maximum group utility,
whereas minkQk emphasizes selecting the minimum of the maximum of individual regrets. Based on the above concepts,
the compromise ranking algorithm VIKOR is modified by the following steps (for detailed steps see [31] and it is called
VIKORRUG (VIKOR for Ranking Unimproved Gap)).

Step 8: Normalize the original rating matrix. In this step, we determine the best f �j and the worst f�j values of all cri-
terion functions, j = 1, 2, . . . , n. In traditional VIKOR method, we define f �j ¼maxkfkj and f�j ¼minkfkj. However,
in order to fit an IT managers’ needs in the real world, it would be more suitable to define the f �j and f�j values
according to their aspired level and tolerable level (the worst value) for improving the gaps of each criterion
in each project. In addition, because each project is ranked according to its own criteria, the ideal point (posi-
tive ideal point) function and the non-ideal point (negative ideal point) function are expressed as follows:
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f �kj ¼ aspired fkjðor f �kj ¼ aspired levelÞ
f�kj ¼ tolerable fkj; ðor f�kj ¼ tolerable levelÞ
In general, the benefit or cost must be determined according to the expectation of the decision maker for each cri-
terion in each project, and we call the best f �kj the aspired level and the worst f�kj the tolerable level. Moreover, because
each project has its own assessing criteria, the weights wk

j must be normalized under the same project (where j = 1, 2,
. . . , nk, and nk is the number of criteria in each project), such that the weights would sum up to unity:

Pnk
j¼1wk

j ¼ 1. In
addition, for each criterion j of each project k, the best f �kj is the aspired/desired level and the worst f�kj is the tolerable
level (for example, f11 has an aspired/desired level f �11, f12 has an aspired/desired level f �12, etc.). The normalized ratings
(i.e., the normalized gaps of the performance scores for each criterion) rkj are denoted by:
rkj ¼ ðjf �kj � fkjjÞ=ðjf �kj � f�kj jÞ ð15Þ
Step 9: Compute the values Sk and Qk, k = 1, 2, . . . , m, with the following:
Sk ¼
Xn

j¼1

wk
j rkj ð16Þ

Q k ¼maxjfrkjjj ¼ 1;2; . . . ; ng ð17Þ
where Eq. (16) and (17) show the mean of group utility and maximal regret, respectively. In traditional VIKOR, Qk is
defined as maxjfwk

j rkjjj ¼ 1;2; . . . ;ng, which implies that group utility is more important than maximal individual re-
gret. Since the individual is part of the group, Qk is only a part of Sk, and Sk is larger than Qk. Therefore,Sk is emphasized
more than Qk in traditional VIKOR. However, the maximal individual regret (gap) is also very important in practice
and is usually taken into account to reflect its importance. In order to balance Sk and Qk, Eq. (17) is used to define our
Qk instead of the definition used in traditional VIKOR.

Step 10: Compute the index values Rk by Eq. (14). Eq. (14) can also be rewritten as Rk = vSk + (1 � v)Qk (Here, S⁄ = Q⁄ = 0
(the best/aspired level is no risk in our case example), and S� = Q� = 1 (the worst value) are set, then
Rk = vSk + (1 � v)Qk).

Step 11: Rank the alternatives by sorting on the values of Sk, Qk and Rk, for k = 1, 2, . . . , m, in decreasing order (refer to the
VIKOR method).

The VIKORRUG method determines the compromise solution; the obtained compromise solution is accept-
able to the decision-makers because it provides maximum group utility for the majority (represented by
min S, Eq. (16)), and a minimum individual maximal regret for the opponent (represented by min Q, Eq.
(17)). Our model uses DEMATEL and ANP in Sections 3.1 and 3.2 to obtain the criteria weights with depen-
dence and feedback and uses the VIKORRUG method to obtain the compromise solution.

4. Empirical case: information security risk controls assessment

In this section, we will provide an empirical case to demonstrate the proposed method. In what follows we will discuss
the background, the nature of the problem, and the assessment processes respectively.

4.1. Background and problem statements

The Taiwanese government promotes the use of computers and the internet to provide innovative services and improve
service efficiency. In January 2001, the government launched the National Information and Communication Security Task-
force [23]. Its primary intention was to set up an integrated information-and-communication-security defense system for
the thousands of departments in the government bureaucracy. It has also enforced strict controls on major national infra-
structure-information systems that affect national security and social stability. Its preliminary goal has been to achieve
the aspired security levels. In 2002, the government expedited an information-security project throughout the government
bureaucracy [2]. The project proposed the level of information-security, which was divided into four levels—A, B, C, and D—
according to the sizes of the departments, authorized tasks, and the amount of investments. For example, level A represents
primary core units; level B represents secondary units; and so on. Different levels within the bureaucracy have different
requirements for information-security protection. These government organizations must adjust their information security
managements to meet their information security level. They need to check their information security controls regularly
to ensure the safety of their information assets. However, since there are a large number of information security controls,
the decision-makers usually do not know which control areas and control objectives should be improved. The evaluation
and prioritization of these control areas and control objectives constitute an MCDM problem. In fact, MCDM methods can
help the IT managers rank the unimproved gaps in these control areas and control objectives. This paper proposes an ISR-
CAM, which uses a compromise-ranking algorithm—VIKOR for Ranking Unimproved Gap or VIKORRUG, to aggregate the
unimproved gaps in terms of the controls for upper-level control objectives and control areas. Moreover, this method con-
siders the dependency among the control areas and control objectives by combining ANP and DEMATEL to obtain the
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weights of the control areas for VIKORRUG. Our method can help uncover gaps in the control areas. This will help IT man-
agers diagnose the information security problem by pointing out which control objectives (or control areas) need to be
strengthened and improved. Thus, our MCDM method can help IT managers effectively and efficiently manage the informa-
tion security controls in their respective organizations.

4.2. Generating evaluative criteria and collection of data and weights

To implement a successful ISRCAM, we adopt the audit items from Taiwan’s Research Development and Evaluation Com-
mission (RDEC) in designing the information security risk control assessment aspects/objectives/criteria of this study. Since
ISO/IEC 17799 (ISO 27002) is widely used to improve security controls and processes [33], we take the audit-items from ISO/
IEC 17799 (BS 7799-1) as our list of best practices for control objectives and controls. This list includes the following 11 con-
trol areas for information security management: (1) security policy, (2) organization of information security, (3) asset man-
agement, (4) human resources security, (5) physical and environmental security, (6) communications and operations
management, (7) access control, (8) information systems acquisition, development and maintenance, (9) information secu-
rity incident management, (10) business continuity management, and (11) compliance [12,13]. The structure of this research
is presented in Fig. A1 (Appendix A). In Fig. A1, the overall risk-control assessment at Level 1 is listed. There are two subgoals
in Level 2: organizational/management and operational/technical criteria, which are referred to by René [33] and the NIST
[24], and the two subgoals are classified after experienced audits. There are 11 aspects in Level 3: the 11 aspects are taken
from Annex A of ISO/IEC 27001 (BS 7799-2). In Level 4, there are 39 main security objectives (categories) in Annex A of ISO/
IEC 27001 (BS 7799-2). In Level 5, there are 197 criteria (risk controls), as collected from the RDEC (in Taiwan). The RDEC-
proposed audit items are mostly taken from BS 7799. In this case, two unsuitable controls were omitted based on the needs
and situations of the organization with reference to information security.

The above subgoals/aspects/objectives/criteria are used to design the three questionnaires. The first phase of our research
investigates the interrelations of the aspects (control areas) and subgoals according to the viewpoints of the information-
security auditors and the maintenance staff in this case. In the questionnaires, a scale of 0, 1, 2, 3, 4, and 5 represents the
range from ‘‘no influence’’ to ‘‘very high influence’’, with respondents proposing the degree of direct influence that each as-
pect/subgoal exerts on another aspect/subgoal (13 questionnaires were returned with their consensus values less than 5%).
The data from the questionnaires are used in DEMATEL. The second phase of our research investigates the grades of impor-
tance of the subgoals/aspects/objectives (weights) according to the above-mentioned auditors and maintenance staff (13
questionnaires were returned, their consensuses are less than 5%). Here, a scale of 0, 1, 2, . . . , and 5 represents the range from
‘‘absolutely unimportant’’ to ‘‘absolutely important’’. The corresponding data are used in ANP. The other questionnaire is de-
signed to investigate the performances of the implemented controls by using a scale of 0, 1, 2,. . ., and 10 to represent the
range from ‘‘the worst’’ to ‘‘the best’’. In addition, it also investigates the probability of the occurrence of a security breach
(P) and the consequence of the occurrence of a security breach (C) under each information-security-risk-control objective
after its controls are implemented; and the probability is divided into 7 categories, from ‘‘very strongly low’’ to ‘‘very
strongly high’’. This questionnaire was completed by the maintenance staff in this case. The residual risk value of each con-
trol objective is obtained using Eq. (A.1) (Appendix B, that is, the range of risk (R) is from 1 to 49). Then, the VIKORRUG meth-
od (here, the minimal risk value of 1 is the best f �kj in risk and the maximum risk value of 49 is the worst f�kj in risk) is used to
obtain the ranking of the control areas (upper level) from these control objectives (lower level). The steps detailed in Section
3 are used to obtain the risk-control-assessment values (called the gaps of the implemented control areas/objectives) and the
residual risk values under each control area and control objective. These steps are described in more detail in the following
section.

4.3. Operations and results

The network structure is constructed by using the DEMATEL procedures (in Section 3), that is, from Steps 1 to 3 of DEM-
ATEL to obtain the total influence matrix T for the subgoals, as shown in Table 1. Using Step 4, if a threshold value of 0.1 is
chosen, then the resulting NRM is shown in Fig. 4. Similarly, using Steps 1 to 4, the total influence matrix T and the NRM of
the aspects (control areas) of the two subgoals are obtained. The components of the total influence matrix T are listed in
Tables 2 and 3, and they indicate that all aspects are interdependent. In addition, using Eqs. (5) and (6), the sums of the influ-
ence given and received by each dimension can be obtained as shown in Tables 4–6.

Tables 4–6 generate the causal diagram of the total relationship presented in Fig. A2 (Appendix A). In the upper panel of
Fig. A2, ‘‘C1 Security policy’’ is the first in the index of strength of influence given and received, ‘‘C10 Business continuity man-
agement’’ is next, and ‘‘C2 Organization of information security’’ is the third in Subgoal G1 (organizational/management). In
Table 1
The total influence matrix T for the subgoals.

Subgoals G1 G2

G1 3.52 4.52
G2 3.52 3.52
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Fig. 4. The structure of subgoals for the empirical case.

Table 2
The total influence matrix T for the aspects of subgoal G1.

Aspects C1 (e1) C2 (e2) C3 (e3) C4 (e4) C10 (e5) C11 (e6)

C1 (e1) 1.31 1.42 1.34 1.41 1.49 1.43
C2 (e2) 1.41 1.18 1.26 1.32 1.42 1.34
C3 (e3) 1.21 1.15 0.97 1.15 1.22 1.17
C4 (e4) 1.21 1.17 1.11 1.02 1.23 1.19
C10 (e5) 1.36 1.29 1.22 1.28 1.20 1.30
C11 (e6) 1.36 1.28 1.20 1.27 1.35 1.14

Table 3
The total influence matrix T for the aspects of the subgoal G2.

Aspects C5 (e7) C6 (e8) C7 (e9) C8 (e10) C9 (e11)

C5 (e7) 1.76 2.15 2.23 2.00 1.96
C6 (e8) 2.05 2.09 2.37 2.14 2.10
C7(e9) 2.07 2.31 2.16 2.15 2.10
C8 (e10) 1.83 2.06 2.12 1.74 1.87
C9(e11) 1.83 2.06 2.11 1.91 1.71

Table 4
The sum of influences given and received on subgoals.

Subgoals (i) G1 G2

Organizational/management Operational/technical

ri + ci 15.09 15.09
ri � ci 1.00 �1.00

Table 5
The sum of influences given and received on aspects of the subgoal G1.

Aspects (i) C1 (e1) C2 (e2) C3 (e3) C4 (e4) C10 (e5) C11 (e6)

ri + ci 16.27 15.41 13.96 14.37 15.55 15.18
ri � ci 0.54 0.44 �0.23 �0.52 �0.25 0.03

Table 6
The sum of influences given and received on aspects of subgoal G2.

Aspects (i) C5 (e7) C6 (e8) C7 (e9) C8 (e10) C9 (e11)

ri + ci 19.63 21.42 21.79 19.56 19.35
ri � ci 0.55 0.08 �0.20 �0.31 �0.12

Y.-P. Ou Yang et al. / Information Sciences 232 (2013) 482–500 491
addition, since the values of ri � ci for C1, C2, and C11 aspects are positive, this shows that they affect the other factors more
than the other factors affect them in subgoal G1. Similarly, in the lower panel of Fig. A2, ‘‘C7 access control’’ is the first in the
index of strength of influence given and received, ‘‘C6 communications and operations management’’ is next, and ‘‘C5 physical
and environmental security’’ is the third in subgoal G2 (operational/technical). In addition, since the values of ri � ci of ‘‘C5
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physical and environmental security’’ and ‘‘C6 communications and operations management’’ are positive, this shows that
they affect the other factors more than the other factors affect them in subgoal G2. On the other hand, since the values of
ri � ci of C7, C8, and C9 are negative, this shows that these aspects are influenced by the other factors more than they affect
the other factors. Furthermore, the middle panel of Fig. A2 shows that G1 affects G2 more than G2 affects G1. Subsequently, the
total influence matrix T (Table 1) is normalized, as in Table 7.

Using the structure of Fig. 4 and the data computed from the second phase (the grades of importance of the 11 aspects
investigated), the unweighted supermatrix can be obtained as follows. Here, e1, e2, . . . , e11 represent the control areas in
Fig. A1 (Appendix A).

Eq. (9) is used to obtain the weighted supermatrix, which is shown as follows:

Next, the limiting supermatrix W⁄ is obtained by using Eq. (10), which is shown below:
ð18Þ



Table 7
The normalized matrix Ts on T.

Subgoals G1 G2

G1 0.44 0.56
G2 0.50 0.50
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Finally, using the range of ratings for each criterion (control) as 0 (the worst value) to 10 (the best value), the performance
ratings of controls (lower level) are integrated by arithmetic average for the upper-level objectives (upper level). Similarly,
the ratings of the control objectives (lower level) are integrated for the control areas (upper level). Because the dependence
and feedback of aspects (control areas) are involved, the weights of the aspects (from Eq. (18)) are used to calculate the inte-
grated ratings of aspects. The integrated ratings of the objectives and weights are listed in Table 8. Then, the VIKORRUG
method (Section 3.3) is used to obtain the ranking index Sk, Qk, and Rk of the subgoals, as presented in Table 9 (Here, if both
maximum group utility and minimum individual regret are considered simultaneously, then v = 0.5 is selected).

As shown in Table 8, among the 11 aspects, ‘‘C8 information systems acquisition, development and maintenance’’ is the
farthest from the ideal/aspired level (because its normalized/ local/global ratings are the highest than the others, it shows the
unimproved gap is the biggest), whereas ‘‘C1 security policy’’ is the closest to the ideal/aspired level in both normalized and
local ratings (which concerns their corresponding weights). Here, the questionnaire asks respondents to rate the perfor-
mances of the implemented controls on a scale of 0, 1, 2,. . ., and 10, with the ideal/aspired level being 10. Therefore, ‘‘infor-
mation systems acquisition, development and maintenance’’ should be improved in this case. Currently, government
agencies outsource many of their information systems.

The results in Table 9 show that SG2 > SG1 ; QG2
> QG1

, and RG2 > RG1 ; in addition, the ranks of the subgoals are G1 � G2.
Here, these subgoals only satisfy condition H2, which represent an acceptable stability. Therefore, the set of compromise
solutions is {G1,G2}. Since our research aims to find the worst between the two subgoals, G2 should be prioritized for
improvement when a subgoal is selected. In addition, the overall performance score of the risk controls is 0.329 (The calcu-
lation is shown under the notes in Table 9). Simultaneously, this study also uses the revised VIKOR (VIKORRUG) to calculate
the residual risk value of each subgoal from their control areas (the minimal risk value of 1 is the best risk f �kj, and the max-
imum risk value of 49 is the worst risk f�kj Þ. The results are listed in Tables 10 and 11.

Table 11 shows that the risk of operational/technical subgoals is higher than the risk of the subgoal organizational/man-
agement. Table 10 shows that, among the 11 aspects, ‘‘C8 information systems acquisition, development and maintenance’’ is
the farthest from the ideal/aspired level (that is, its risk is the highest among the 11 aspects), whereas ‘‘C11 compliance’’ is the
closest to the ideal/aspired level (that is, its risk is the lowest among others) in both normalized and local ratings (which
comprise the ratings with the weights).

In sum, this study finds that the aspect ‘‘C8 information systems acquisition, development and maintenance’’ has the high-
est risk and should be improved among the 11 aspects considered in this case. In addition, ‘‘operational/technical (G2)’’ in-
volves a risk greater than the risk of ‘‘organizational/management (G1)’’, with the performance of the subgoal ‘‘operational/
technical’’ also being lower than the performance of ‘‘organizational/management’’. Therefore, the subgoal ‘‘operational/
technical’’ should be improved, and the aspect ‘‘C8 information systems acquisition, development and maintenance’’ should
be given priority for improvement. When most Taiwanese government’s information systems are outsourced, it is crucial for
information security related requirements to be included in these outsourcing contracts.

5. Discussion

In order to illustrate that the method proposed in this research is better than the traditional methods, we also calculate
the limiting supermatrix using the traditional normalization method; the result is as follows.



Table 8
The weights and the integrated performance ratings for the empirical case.

Subgoals (k) Using ANP Using VIKORRUG

Aspects (j) Local
weights
ðwk

j Þ

Global
weights
ðgwk

j Þ

Integrated
performance
ratings

Normalized
ratings (rkj)

Local
ratings
wk

j rkj

Global
ratings
gws

j rkj

Organizational/management 0.472 7.833 0.217 0.217 0.103
C1 Security policy (e1) 0.174 0.082 8.688 0.131a 0.023a 0.011a

C2 Organization of information security (e2) 0.155 0.073 7.875 0.213 0.033 0.016
C3 Asset management (e3) 0.159 0.075 6.667 0.333 0.053 0.025
C4 Human resources security (e4) 0.163 0.077 7.433 0.257 0.042 0.020
C10 Business continuity management (e5) 0.180 0.085 8.000 0.200 0.036 0.017
C11 Compliance (e6) 0.169 0.080 8.217 0.178 0.030 0.014

Operational/technical 0.528 7.639 0.236 0.235 0.125
C5 Physical and environmental security (e7) 0.189 0.100 8.638 0.136 0.026 0.014
C6 Communications and operations

management (e8)
0.205 0.108 8.239 0.176 0.036 0.019

C7 Access control (e9) 0.214 0.113 8.248 0.175 0.037 0.020
C8 Information systems acquisition,

development and maintenance (e10)
0.195 0.103 4.806 0.519b 0.101b 0.053b

C9 Information security incident management
(e11)

0.197 0.105 8.200 0.180 0.035 0.019

a The closest to the ideal/aspired level.
b The farthest from the ideal/aspired level.

Table 9
The ranking indexes of performances for the empirical case.

Subgoals (k) Sk (v = 1.0) Qk (v = 0.0) Rk (v = 0.5)

Organizational/management (G1) 0.217 0.333 0.275
Operational/technical (G2) 0.235 0.519 0.377

Note: The overall performance score of the risk controls =
P

kwkRk ¼ 0:472� 0:275þ 0:528� 0:377 ¼ 0:329 (where the Rk of G1 and G2 are obtained by
using the revised VIKOR and v = 0.5,they are 0.275 and 0.377, respectively; 0.472 and 0.528 are the local weight using ANP from Table 8).

Table 10
The weights and the integrated risk ratings for the empirical case.

Subgoals (k) Using ANP Using VIKORRUG

Aspects (j) Local
Weights
ðwk

j Þ

Global
weights ðg wk

j Þ
Integrated risk
ratings

Normalized
ratings (rkj)

Local
ratings
wk

j rkj

Global
ratings g wk

j rkj

Organizational/management 0.472 7.853 0.143 0.143 0.067
C1 Security policy (e1) 0.174 0.082 7.00 0.125 0.022 0.010a

C2 Organization of information security (e2) 0.155 0.073 8.75 0.161 0.025 0.012
C3 Asset management (e3) 0.159 0.075 8.00 0.146 0.023 0.011a

C4 Human resources security (e4) 0.163 0.077 8.67 0.160 0.026 0.012
C10 Business continuity management (e5) 0.180 0.085 8.00 0.146 0.026 0.012
C11 Compliance (e6) 0.169 0.080 6.83 0.122a 0.021a 0.010a

Operational/technical 0.528 11.861 0.226 0.226 0.120
C5 Physical and environmental security (e7) 0.189 0.100 13.50 0.260 0.049 0.026
C6 Communications and operations

management (e8)
0.205 0.108 10.35 0.195 0.040 0.021

C7 Access control (e9) 0.214 0.113 9.93 0.186 0.040 0.021
C8 Information systems acquisition,

development and maintenance (e10)
0.195 0.103 13.83 0.267b 0.052b 0.028b

C9 Information security incident management
(e11)

0.197 0.105 12.00 0.229 0.045 0.024

a The closest to the ideal/aspired level.
b The farthest from the ideal/aspired level.

494 Y.-P. Ou Yang et al. / Information Sciences 232 (2013) 482–500
This study further analyses the weights obtained using both the proposed model and traditional methods, and the results
are shown in Table 12 and Fig. 5, respectively.



Table 11
The ranking indexes of risk for the empirical case.

Subgoals (k) Sk (v = 1.0) Qk (v = 0.0) Rk (v = 0.5)

Organizational/management (G1) 0.143 0.161 0.152
Operational/technical (G2) 0.226 0.267 0.247
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Fig. 5. Comparisons of the weights of each criterion between the traditional hybrid method and herein-proposed method.

Table 12
Comparisons of the weights of each criterion between the traditional hybrid method and
the herein-proposed method.

Criteria Traditional method The proposed method Difference

e1 0.087 0.082 0.005
e2 0.078 0.073 0.005
e3 0.080 0.075 0.005
e4 0.082 0.077 0.005
e5 0.089 0.085 0.004
e6 0.084 0.080 0.004
e7 0.094 0.100 (0.006)a

e8 0.103 0.108 (0.005)a

e9 0.107 0.113 (0.006)a

e10 0.097 0.103 (0.006)a

e11 0.099 0.104 (0.005)a

a Parentheses represent negative values.
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Several facts are clear from Table 1 and Fig. 4: (a) each cluster has feedback and dependence; (b) the effect of Cluster 1 on
Cluster 2 is 4.52, whereas the effect of Cluster 2 on Cluster 1 is 3.52. In other words, the degree to which Cluster 2 is affected
is higher (4.52) than that for Cluster 1 (3.52). Therefore, Cluster 2 should be paid more attention than the other clusters in the
real world, that is, it should be given additional weight, whereas Cluster 1 should have its weight reduced. Since e1, e2, . . . , e6

belong to Cluster 1 and e7, e8, . . . , e11 belong to Cluster 2, these criteria e7, e8, . . . , e11 should be paid more attention than e1, e2,
. . . , e6. Using the traditional normalization method implies that each cluster has the same weight (each criterion in a column
is divided by the number of clusters to normalize the unweighted supermatrix). However, there are different degrees of
influence among the clusters of factors/criteria in this empirical case (reference Table 4). Thus, by using DEMATEL to improve
the normalization of ANP in the unweighted supermatrix, our study finds these results better suit the real world. In this
empirical case, we find that the weights of the criteria e1, e2, . . . , e6 in the traditional method are higher than those in the
proposed method, but the weights of the criteria e7, e8, . . . , e11 are lower in the traditional method than in the proposed
method (Table 12 and Fig. 5). If this research uses the assumption of equal weights for each cluster to normalize the un-
weighted supermatrix and to obtain the weighted supermatrix, the results of the assessed weights would be higher or lower
than the more realistic situation. Fig. 5 shows that the criteria of Cluster 2 (e7,e8, . . . ,e11) are underestimated, whereas the
criteria of Cluster 1 (e1,e2, . . . ,e6) are overestimated if this research adopts the traditional method. Therefore, DEMATEL com-
bined with ANP can be used to obtain better and more accurate results in real-world applications.



Fig. A1. ISRCS structure for the case governmental agency.
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Next, our results show that all aspects (control areas) and subgoals are dependent and relative, according to Tables 1–3.
Fig. A2 shows their causal relationship, and it can help managers review the relationships among these control areas. Fig. A2
shows that G1 affects G2 more than G2 affects G1. G1 expands its aspects as the upper portion of Fig. A2. For the control areas,
the ri � ci values for C1 (security policy), C2 (organization of information security), and C11 (compliance) are positive, which
means that they affect other aspects (control areas) more than the other control areas affect them. In other words, when
organizations adopt these control areas, ‘‘security policy’’, ‘‘organization of information security’’, and ‘‘compliance’’ will
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Fig. A2. The causal diagram of total relationship.
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affect the success or failure of the other control areas. Similarly, G2 expands its aspects as the lower portion of Fig. A2. Among
the various aspects of G2, the ri � ci values for C5 (physical and environmental security) and C6 (communications and
operations management) are positive, which means that these two control areas affect the other control areas in the oper-
ational/technical subgoal more than the others affect them. Therefore, when organizations adopt these control areas, the
areas that can affect others should be adopted first. However, when the organization has adopted controls over a long period,
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risk-control assessment should be used to identify the lower performances of controls (control objectives or control areas)
that need improvement. Furthermore, when the controls with lower performances are improved, the influencers should also
be checked again. For example, ‘‘C8 information systems acquisition, development and maintenance’’ should be given prior-
ity to be improved in this empirical case. However, the influencers C5 and C6 within the same cluster and C1, C2, and C11 in
subgoal G1 (because G1 affects G2 more than G2 affects G1) should be checked again. Among these, C5 may need improvement
because its risk rating is the second farthest from the ideal/aspired level, as shown in Table 10.

Finally, using the VIKORRUG method aggregates the aspects that have dependence and feedback characteristics to ob-
tain the ranking indexes of performances and risks of the subgoals, as shown in Tables 9 and 11. If we want to maximize
group utility and minimize individual regret (v = 0.5), the results indicate that G1 � G2. Thus, among the two subgoals, G1

(organizational/management) is the closest to the ideal/aspired level, whereas G2(operational/technical) is the farthest
from the ideal/aspired level. If managers aim to improve the subgoals according to their performances, then G2 should
be given priority during selection. However, when a manager chooses the subgoal with lower performances for improve-
ment, the influencers among its aspects or subgoals should be considered thoroughly. In Table 4 and Fig. A2, G1 affects G2

more than G2 affects G1. Therefore, if G2 is selected for improvement, G1 should be checked to determine whether it should
be improved simultaneously. In general, if G2 is performing very well, then G1 will be performing very well too. In this
case, if G2 should be improved, then ‘‘C8 information systems acquisition, development and maintenance’’ should be im-
proved first, as is clear from Tables 8 and 10. In Table 8, the gaps of the performance rankings are C8 > C3 > C4 = C7 >
C9 = C6 > C10 > C2 > C5 = C11 > C1. In Table 10, the gaps of the risk rankings are C8 > C5 > C9 > C6 = C7 > C2 = C4 = C10 >
C3 > C1 = C11. Thus the IT managers should choose the risk controls with lower performances (higher risks) for improve-
ment according to the gaps of performance rankings or risk rankings. In addition, according to the above statements,
the influencers C1, C2, C11, C5, and C6 should be checked (because the ri � ci values for C1, C2, C11, C5, and C6 are positive
in Fig. A2, which means that they affect other aspects more than they are being affected). If the IT managers accept the
performance and risk of G1, then the other aspects within the same group—subgoal G2—such as ‘‘C5 physical and environ-
mental security’’ and ‘‘C6 communications and operations management’’ need to be checked. These two aspects should be
improved simultaneously because they affect C8. Especially, ‘‘C5 physical and environmental security’’ has the second high-
est risk rating (13.5) in Table 10. In short, these influencers should also be checked again when the controls having lower
performance are enhanced. Checking the influencers using the NRM is more comprehensive than the traditional analysis
method.

To sum up, the hybrid model that combines DEMATEL with ANP has been widely used in MCDM problems. In this study,
the DEMATEL method is used to construct interrelations between criteria/factors, and ANP is used to overcome the problems
of dependence and feedback. In addition, this study also shows that using DEMATEL and ANP to normalize the unweighted
supermatrix is more reasonable than working by assuming equal weights in each cluster. Furthermore, the weights obtained
from the ANP and VIKOR methods are used to derive the ranking index. Our empirical study also shows that this method is
more suitable and effective than the traditional ANP method.
6. Conclusions

Because organizations have grown increasingly dependent on their computer-based information systems, information
security is becoming very important. Previous researches have proposed information security risk management related is-
sues. PDCA processes are regarded as necessary in information security management. When the ‘‘Check Phase’’ is carried
out in an ISMS, ensuring the effectiveness of these implemented controls is important. Therefore, this study proposes an ISR-
CAM in the Check Phase. Because many studies consider that risk problems are MCDM problems, they adopt the same meth-
ods to deal with information-security-risk-related problems.

Among the numerous approaches available for conflict management, MCDM is one of the most prevalent. VIKOR is a
method within MCDM; it is based on an aggregating function representing closeness to the ideal, which can be viewed as
a derivative of compromise-programming. However, most decision-making methods assume independence between the cri-
teria of a decision and the alternatives of that decision, or simply among either the criteria or the alternatives themselves.
However, assuming independence among the criteria/variables is too strict to overcome the problem of dependent criteria in
the real world. Therefore, many studies have used ANP to overcome this problem of dependent criteria. In addition, a hybrid
model combining ANP and DEMATEL has been widely and successfully used in various fields. The DEMATEL technique is not
only used to construct the NRM, but is also used to transform the unweighted supermatrix to a weighted supermatrix. The
traditional method overcomes normalization for the weighted supermatrix in the ANP procedure by assuming equal weights
for each cluster; however, this ignores the different effects among clusters. Our research uses a new concept to overcome this
unreasonable assumption of equal weights. The novel combination model is more suitable than the traditional method to
solve problems with different degrees of effects among clusters. This research also uses ANP and VIKOR to obtain the com-
promise-ranking index. Moreover, an empirical case is used to show the effectiveness and feasibility of our proposed meth-
od. In addition, managers should select the unimproved items from the results of the assessment and consider the
influencers to improve simultaneously (i.e. those influencers of the aspect that is selected for improvement) through
NRM. Our proposed method gives a result that is more comprehensive than the traditional analysis method. Consequently,
our proposed method (ISRCAM that is founded on the revised VIKOR based on DEMATEL and ANP) is effective at improving
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the compromise-solution method and overcoming the problem of interdependence and feedback among criteria. Further-
more, our proposed method uses NRM, to analyze the results, which is a better way than traditional analysis.

Many uncertain influencers and factors affect risk. Moreover, human beings determine the risk value, risk probability of
occurrence of security breach, or the consequence of occurrence of security breach according to their experiences. This im-
plies some subjectivity; accordingly, it would be very appropriate to use the fuzzy concept here. Furthermore, ANP can over-
come the problems of interdependence and feedback among criteria. Another method—the fuzzy integral method—can
overcome interdependence among criteria. Therefore, when the criteria do not show feedback, the fuzzy integral can also
be a very suitable method. Finally, managers should consider the related costs and resources when they implement the con-
trols to reduce risk. How do managers use the lowest cost and the least resources to establish controls to reduce risk to an
acceptable level? All these above issues can be investigated in future studies.

Appendix A

Figs. A1, A2

Appendix B

The risk is combination of the probability of an event and its consequence [11,12]. Many studies have introduced the for-
mulas of risk. Several risk formulas are introduced as follows. Firstly, the most popular formula is:
R ¼ P � C ðA:1Þ
where R represents ‘‘risk’’, P represents ‘‘probability of occurrence of security breach,’’ and C represents ‘‘consequence of
occurrence of security breach’’ [14,16,20,25,43].
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