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Quantum-dot cellular automata (QCA) is an alternative to the CMOS circuits based on the characteristics of con-
finement and mutual repulsion between electrons. QCA can be used in designing ultra-dense, low-power, high
speed and high-performance structures at nanoscales. Since memory is a very important part of each computer
system, designing a high speed QCAmemory is a significant issue. Content addressable memory (CAM) is a spe-
cial type ofmemory structureswhich is used in a certain very fast searching applications. In this paper, a new five
input minority gate-based CAM cell is introduced. QCADesigner has been used for simulation of the proposed
structure and verifying its operation.
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1. Introduction

Until recently, the exponential scaling in feature size has been suc-
cessfully achieved by CMOS technology. However, in recent years,
there is remarkable evidence such as leakage current and high power
consumption [1] that emerging technologies such as quantum-dot cel-
lular automata will be required to minimize these limitations [2–7].
QCA is a promising replacement for the current most used silicon-
based paradigm since QCA might be executed in high frequency with
low power consumption and least feature size [8,9]. QCA is based on
the confinement andmutual repulsion of electrons. The fundamental el-
ement in QCA is a squared cell with four dots and two excess electrons.
Due to the Columbic interaction, these electrons occupy the dots
diagonally.

QCA has many desirable features for processing [10]; for example,
clocking and timing can be adjusted as a function of the cells in a Carte-
sian layout. Low power consumption, high density, and regularity are
readily applicable to QCA; therefore, memory is well suited for imple-
mentation using this technology. Unlike semiconductor-technology-
based (e.g., CMOS) memories, in QCA-based architectures, memory
must be maintained in motion, that is, the memory state has to be con-
tinuously moved through a set of QCA cells. This continuous movement
necessitates a remodeling of memory design for QCA implementation.
, habibi@iauotash.ac.ir
There are two common types proposed for a one-bit memory cell in
QCA so far: The loop-based memory cell [11] and the line-based mem-
ory cell [12]. The line-based memory cell stores data bits propagating
back and forward on a line of QCA cells [12,13]. Line-based memory
cells require additional clock zones which make their implementation
complex. However, the loop-based memory stores data bits circulating
on a feedback-loop of QCA cells. As the implementation of a loop-
basedmemory cellmakes use of no additional clock zones, they are pre-
ferred more.

Efficient QCAmemory design is a problem that has been brought the
attention of the research community. Many works such as [11,15,26–
31] focus on this problem. But these works have been done on RAM
model, where the each memory location is accessed by a specific ad-
dress. Our work describes CAM, which is different from RAM model
since each memory location in CAM is accessed by the content. CAM is
a special type of memory which is used in a certain very high speed
searching applications. The required time to find an item stored in the
memory can be reduced considerably if the stored data can be identified
by content instead of addresses [14].

The main contribution of this study is to present a new five-input
minority gate-based CAM cell. For this purpose, first, we introduce the
new five-input majority gate and subsequently five-input minority
gate. Second, we design and implement five-input minority gate-
based CAM cell. Finally, we evaluate operation of proposed CAM cell
using QCADesigner [15].

The rest of this paper is organized as follows: Section 2 provides a
background on QCA and CAM. QCA circuits are reviewed in Section 3.
The new memory cell schematic and its QCA design will be explained
in Section 4. Simulation results (based on QCADesigner) and discuss
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Fig. 1. Polarization states of QCA cells; (a) 90-degree cells, (b) 45-degree cells.

Fig. 2. QCA clocking scheme an

141S.R. Heikalabad et al. / Microelectronic Engineering 163 (2016) 140–150
assessment are presented in Section 5 and then conclusion is appeared
at the end.

2. Background

In this section, an overview about basic features of QCA and CAM is
presented.

2.1. QCA

QCA is one of the promising new device architecture that gives a
solution at nanometer scale [9]. This technology is based on a cellular
approach that offers a new method of computation and information
transformation [8,16]. QCA stores logic states not as current
employed in CMOS but, rather, based on the position of individual
electrons in the cell [8]. A quantum cell consists of four dots, posi-
tioned at the corners of a square cell. Computation is realized by
the Columbic interaction of extra electrons in quantum dots. Each
quantum dot is a nanometer-scaled square at each corner of the
cell. The two extra electrons that are present in each cell can quan-
tum tunnel between dots. The extra electrons occupy diagonally op-
posite dots due to electron repulsion. Binary information in the cells
is encoded by formations of these two electrons (also named cell po-
larizations P). They make two different polarizations; P = −1 and
P = +1 corresponding to binary states 0 and 1, respectively. Fig. 1
shows the two types of QCA cells (90-degree and 45-degree) with
their binary behavior.

In order to build more complex QCA structures, needs to synchro-
nize the information to moderate the data flow direction (thus compu-
tation) [17]. This feature that can guarantee the proper operation of QCA
circuits is achieved by QCA clock. The clock can be applied to groups of
cells (clock zones). In each zone, a set of QCA cells based on their place-
ment are doing a certain operation and its output is used as input to the
next clock zone.
d its effect on a QCA wire.



Fig. 3. Block diagram of a) organization of CAM and b) internal organization of a typical
CAM cell.

Fig. 4. Data propagation with a) 90-degree QCA wire, b) 45-degree QCA wire, c) coplanar
wire crossing.
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The QCA adiabatic clocking scheme [9,17], is illustrated in Fig. 2, has
beenwidely adopted by researchers. In this scheme, the clock signal has
four different phases, Switch, Hold, Release and Relax with 90-degree
phase shift from each other. The cell becomes polarized by enabling
the Columbic interaction with neighboring cells in the Switch phase.
By taking a certain polarization, the cell stores current situation during
the Hold phase. Cell polarization is reduced and eventually lost through
the Release and Relax phases [17–19].

The polarization of a QCA cell which is determined by the Columbic
interaction between QCA cells, namely kink energy, can be computed
using the electrostatic interaction between all electrons in two neigh-
boring cells, i and j, as:

Ei; j ¼ 1
4∏ε0εr

X4
n¼1

qinq
j
m

jrin−r jmj
ð1Þ

where ε0 is the permittivity of free space, εr is the dielectric constant, qni

is the charge in dot n of cell i, rni is the position of dot n in cell i and |rni −
rm
j | is the distance between cells.
The kink energy between two cells is defined as the difference in en-
ergy between those which have opposite polarizations and those same
two cells which have the same polarization:

En;mkink ¼ En;mPn≠Pm−En;mPn¼Pm
ð2Þ

According to the recent equation, the polarization of each of the cells
can be computed by Eq. (3) [32,33].
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where Pi is the polarization state of the cell, and Pj is the polarization
state of the neighboring cells. γ is the tunneling energy of electrons



Fig. 5. Two fundamental QCA gates; a) inverter gate, b) three-input majority gate.

Fig. 6. QCA five-input majority gate; a) the presented structure in [23], b) the presented structure in [24], c) the presented structure in [25].
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Fig. 7. Two common types of memory cell architectures in QCA; a) line-based memory cell, b) loop-based memory cell.

Table 1
Truth table for proposed five-input minority gate based on sum of the input values.

Sum (A, B, C, D and E) Min (A, B, C, D and E)

0 1
1 1
2 1
3 0
4 0
5 0
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within the cell. The tunneling barriers' heights are controlled by QCA
clock [32–34].

2.2. CAM

CAM accesses data using the content of the data itself. It is also
known as associative memory, associative storage, or associative array.
Compared to finding an item by its address, the required time to find
an item can be reduced considerably if we know the content of that
item [14,35]. Because of its associativememory organization, thismem-
ory is uniquely suited for parallel searches by data association. Each lo-
cation in CAM, as illustrated in Fig. 3(a) and (b), has storage capacity as
well as logic circuits formatching its contentwith an external argument.
The overall operation of a CAM is to take a search word as a key and re-
turn the matching memory location as a result [20].

3. QCA circuits

In this section, the elementary components of QCA circuits are ex-
plained. Then, the fundamental QCA gates are presented. In addition,
the common types of memory cell designs in QCA are reviewed.
3.1. Elementary components

Thewire, inverter and three-inputmajority gates are the elementary
components of QCA circuits. As it is shown in Fig. 4(a), the 90-degree
QCA wire is constructed by cascading QCA cells to propagate a binary
value from one side to the other based on Coulomb interactions. Fig.
4(b) illustrates 45-degree QCA wire where the polarization of each
cell will be opposite of its neighbor cell [21]. Coplanar wire crossing is
achieved using these two types of wires in a orthogonal form as



Fig. 8. Proposed designs; a) QCA layout of five-input majority gate, b) schematic of five-input minority gate, c) QCA layout of five-input minority gate.
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shown in Fig. 4(c) [22]. In this technique, the binary values are propa-
gated in two wires independently.

3.2. Fundamental gates

Two fundamental QCA gates, inverter and majority gates, are
depicted in Fig. 5. QCA implementation of an inverter is illustrated in
Fig. 5(a). The input signal divided into two QCAwires and consequently
the complement of it is appeared at themerging point [8]. As it is shown
in Fig. 5(b), QCA three-input majority gate implements the majority
function of its three inputs A, B, and C as Maj(A,B,C) = AB + AC + BC.
By setting the polarization of one input cell to constant value of −1 or
+1, majority gate functionality behaves like a two-input AND or OR
gate, respectively.

Three types of single-stage five-inputmajority gate have been intro-
duced in [23,25] which are shown in Fig. 6. The logic function of five-
input majority gate is

Maj A;B;C;D;Eð Þ ¼ ðABCþ ABDþ ABEþ ACDþ ACE
þADEþ BCDþ BCEþ BDEþ CDEÞ ð4Þ

In the first scheme, which is presented in [23] and is shown in Fig.
6(a), a five-input majority gate using only ten cells is implemented.
The output of this scheme is surrounded by the input cells therefore
can be accessed to it in another layer. In the later, which is presented
in [24] and is shown in Fig. 6(b), input cells are adjacent to each other.
In the recent scheme, which is presented in [25] and is shown in Fig.
6(c), majority gate takes all five input signals in one direction at the
first clocking zone.

3.3. Memory cell structures

As mentioned earlier, due to main features of nanotechnology, QCA
is an attractive technology for the development of high density and
low power memories. Generally there are two common types of mem-
ory cell designs in QCAwhich are categorized as line-basedmemory cell
[12] and the loop-based memory cell [11] according to the operational
behavior of the QCA circuits. The line-based memory cell stores data
bits propagating back and forward on a line of QCA cells [12,13],
which is illustrated in Fig. 7(a). Line-based memory cells require addi-
tional clock zones which make their implementation complex. Howev-
er, the loop-based memory cell stores data bits circulating on a
feedback-loop of QCA cells, which is illustrated in Fig. 7(b). As the
implementation of a loop-basedmemory cellmakes use of no additional
clock zones, they are preferred more.

An improved line-basedmemory cell has been proposed in [14]. This
new structure of thememory cell requires only two new clocking zones.
Moreover, read throughput is improved to one operation per clock
cycle.

An addressable S-RAM cell, as well as, a memory system based on
addressable shift registers using the SQUARES formalism has been pre-
sented in [11]. The use of SQUARES for big circuits is not recommended
as it presents an extra cost both in terms of access time and spatial
redundancy.

A layout of a conventional random access memory (RAM) structure
using QCA has been presented in [10]. The presented structure is based
on D-latch and a loop is used for storing the memory content. It also
consumes two clocking cycles to transmit the input signal to the output.

A QCA random access memory without set and reset ability has
been suggested in [29]. This structure has a loop-based mechanism
and is constructed based on SR-latch. Coplanar wire crossing method
has been employed in this structure. Another structure for RAM cell
is presented in [29] with the same operation. This structure has
been based on D-latch with an un-robust three-input majority gate
structure.

RAM cell structure with set and reset ability has been presented in
[30]. This structure is composed of two 2:1 multiplexers. The new de-
signs of Flip Flops and RAM with minimum number of cells by using a
new wiring approach have been presented in [31].

In a recent work [15], a robust five-input majority gate is presented
which is appropriate for implementation of simple andefficientQCA cir-
cuits in single layer. By employing this structure, a novel RAM cell struc-
ture with set and reset ability has been proposed.

Unlike previous described works which utilize the RAM model,
where the each memory location is accessed by a specific address, our
work describes CAM, which is different from RAM model since each
memory location in CAM is accessed by the content instead of
addresses.
4. Proposed structure

This section describes the proposed structure of five-input minority
gate-based CAM cell. For this purpose, first, we introduce the new five
inputs QCA minority gate and then describe the structure of five-input
minority gate-based CAM cell using QCA cells.



Fig. 9. Proposed CAM cell structure; a) schematic of the proposed CAM cell structure, b) QCA layout of proposed CAM cell structure using the five-input minority gate in Fig. 8(c).

Table 2
Truth table for memory operation.

Type of operation R/W I Previous F F O

Write 0 1 X 1 0
Write 0 0 X 0 0
Read 1 X 1 1 1
Read 1 X 0 0 0
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Table 3
Truth table for match operation.

K A F M

0 X X 1
1 0 0 1
1 0 1 0
1 1 0 0
1 1 1 1
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4.1. Five-input minority gate

As mentioned earlier, majority gate and subsequently minority gate
are fundamental structures in QCA designs which are used to construct
the other various useful QCA gates. Hence, in this section a five-input
minority gate is presented. The logic function of five-input minority
gate is

Min A;B;C;D; Eð Þ ¼ ðABCþ ABDþ ABEþ ACDþ ACE
þADEþ BCDþ BCEþ BDEþ CDEÞ ð5Þ

By setting two of the five input cells' polarizations to −1 or +1, a
three-input NAND gate and a three-input NOR gate can be formed, re-
spectively. A truth table of a five-input minority gate based on sum of
the inputs is shown in Table 1.

As can be inferred, five-input minority gate can be created by apply-
ing a little changes in the five-input majority gate. In the first scheme of
five-input majority gate, which is presented in [23] and is shown in Fig.
6(a), the output cell is surrounded by the input cells therefore
preventing access to it in one layer. In the later, which is presented in
[24] and is shown in Fig. 6(b), input cells are adjacent to each other
therefore causing unwanted effect on one another (for example inputs
B and D or inputs C and E). In the recent scheme, which is presented
in [25] and is shown in Fig. 6(c), majority gate takes all five input signals
in one direction at the first clocking zone. When this scheme is applied
to construct a minority gate, the results are not robust and so this
scheme is not proper to construct a minority gate.

Our proposed structures for five-input majority gate and five-input
minority gate are demonstrated in Fig. 8.

There are 20 and 22 cells in the proposed five-input majority gate
and five-input minority gate, respectively. Five of cells labeled A, B, C,
D, and E are input cells, one of them is the output cell and the remaining
Table 4
Simulation parameters.

Parameter Value

Cell size 18 nm × 18 nm
Dot diameter 5 nm
Number of samples 12,800
Convergence tolerance 0.001000
Radius of effect 65.000000 nm
Relative permittivity 12.900000
Clock high 9.800000e−022
Clock low 3.800000e−023
Clock shift 0.000000
Clock amplitude factor 2.000000
Layer separation 11.500000
Maximum iterations per sample 100
Temperature 1.000000
Relaxation time 1.000000e−015
Time step 1.000000e−016
Total simulation time 7.000000e−011
cells are device cells in both structures. Polarization of input cells is fixed
and device cells and output cell is free to change.
4.2. Five-input minority gate-based CAM cell

The schematic and QCA implementation of proposed CAM cell are il-
lustrated in Fig. 9(a) and (b), respectively. This design is composed of six
three-input majority gates and one five-input minority gate which is
presented in Fig. 8(c). This circuit has two components, one of which
is memory unit and another is match unit. The memory unit receives
the read/write signal (marked as R/W) and also data input (marked as
I)·The match unit receives the content of memory cell (marked as F)
and also the argument and key signals. The circuit gives as output
(marked as O) the content of cell where the data have been read and
also sets the match signal (marked as M) where the data have been
found. Table 2 shows the truth table for the memory operation and
Table 3 shows the truth table for the match operation.

In proposed design when the R/W signal has been set to “0”, input
data will be transmitted to the output F and consequently write opera-
tion will be done. Moreover, read operation has been done by setting
the R/W signal to “1”. The value of previous F is transmitted to the out-
put F and also to the output O in read operation. When the K signal has
been set to “0”, regardless of the values of A and F, the match signal M
will be set to “1”. But when the K signal has been set to “1”, the match
signal M will be set to “1” if the values of A and F are equal and will be
set to “0” if the values of A and F are not equal.
5. Simulation results

In this section, simulation results of the proposed structures are ver-
ified using QCADesigner version 2.0.3 [15]. Proposed structures were
simulated using the Coherence Vector simulation engine and also
Bistable Approximation simulation engine with default parameters
shown in Table 4 and similar outcomes were achieved from both simu-
lation engines. Gallium arsenidematerial parameters have been consid-
ered in our QCA model.

The simulation results of the presented five-input majority and mi-
nority gates are illustrated in Fig. 10. The majority and minority of
input cells' polarizations (A, B, C, D and E) determine the value of output
in majority gate and minority gate, respectively. Analysis of the
achieved results confirms that the presented QCA structures work
correctly.

The simulation result of the presented CAM structure is illustrated in
Fig. 11. Thewaveform in Fig. 11 shows that the proposed CAM structure
works correctly and expected operations are performed. Table 5 reports
the implementation results for the proposed CAM cell structure and the
previous RAM cell designs.

We have also investigated the effect of temperature fluctuations on
output polarization of proposed CAM cell. Fig. 12 shows the result of
this analysis. It can be seen that the polarization of the output O is
slumped after 18 K and the polarization of the output M is reduced
with gentle slope and eventually lost at 27 K.
6. Conclusion

In this paper, a novel robust five-input majority gate and subse-
quently the five-input minority gate for quantum-dot cellular automata
have been proposed. These components can be used to design the vari-
ous useful QCA circuits. By utilizing this gate, we proposed and imple-
mented a five-input minority based content addressable memory
(CAM). We implemented these two QCA structures using the
QCADesigner. Simulation results demonstrated functionalities of these
proposed structures and validated the architectures.



Fig. 10. Simulation results of a) presented five-input majority gate in Fig. 8(a) and b) presented five-input minority gate in Fig. 8(c).
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Fig. 11. Simulation result of presented CAM cell in Fig. 9(b).

Table 5
Implementation results for presented memory cell structures.

Memory structure Number of cells Number of gates Clock cycles Occupation area (μm2)

Presented RAM cell in [10] 158 8 2 0.16
Presented RAM cell in [30] 109 8 1.75 0.13
Presented RAM cell in [25] 88 5 1.5 0.08
Proposed CAM cell in Fig. 9(b) 100 10 2 0.14
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7. Future works

For future works, we intend to analysis power consumption of pro-
posed CAM cell and also expand it to construct a CAM block.
Fig. 12. The effect of temperature fluctuations on output polarization of proposed CAMcell
in Fig. 9(b).
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