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#### Abstract

This paper considers the mixed-integer non-linear optimization of reliability-redundancy allocation problem (RRAP) to determine simultaneous reliability and redundancy level of components. In the RRAP, it is necessary to create a trade-off between component reliabilities and the number of redundant components with the aim of maximizing system reliability through component reliability choices and component redundancy levels. RRAPs have been generally formulated by considering an active redundancy strategy. A large number of solution methods have been developed to deal with these problems. In this paper, a cold-standby strategy for redundant components is used, for the first time, to model the RRAP; a modified genetic algorithm is developed to solve the proposed non-linear mixed-integer problem; and three famous benchmark problems are used for comparison. The results indicate that the cold-standby strategy exhibits a better performance and yields higher reliability values compared to the previous studies.
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## 1. Introduction

High-reliability systems play crucial roles in modern industry. System reliability may be enhanced by: (a) raising component reliability, (b) providing redundant components in parallel, (c) using a combination of enhanced component reliability and redundant components provisioned in parallel, and (d) reassigning interchangeable components [1]. The second and third options are called redundancy allocation problem (RAP) and reliability-redundancy allocation problem (RRAP), respectively. In RAPs, there are discrete component choices with known characteristics such as reliability, cost, and weight, where the aim is to find the optimal/near optimal number of redundancies in each subsystem in order to maximize the overall system reliability subject to some constraints. The reliability-redundancy allocation problem (RRAP) is the problem of maximizing system reliability through component reliability choices and component redundancy, which forms a difficult but realistic optimization problem in which component reliability is not given but treated as a design variable while component cost, weight, volume, etc. are defined in advance as increasing non-linear functions of component reliability [2].

In reliability studies, either of two different strategies, called active and standby, may be considered for determining how the redundant components must be used. In the active strategy, all redundant components simultaneously start to operate from time zero although only one is required at any particular time. The standby redundancy may take one of the three cold, warm, or hot variant forms. In the cold variant, the redundant components are protected from operational stresses associated with system operation so that no component fails before its start. The components in the warm-standby redundancy are affected by operational stresses more than those in the cold variant. Finally, in the hot-standby redundancy, component failure does not depend on whether the component is idle or in operation. The mathematical formulation for the hot-standby

[^0]strategy is the same as that with the active redundancy case. In the standby redundancy strategy, the redundant components are sequentially used in the system at failure times of operating components by switching to one of the redundant components in order to continue system operation [3,4].

Activation of a standby redundant component in case of online component failure in standby strategies requires a switching system that is based on one of two scenarios. In the first scenario ( $S 1$ ), the failure detection and switching hardware/software is continually monitoring system performance to detect a failure and to activate the redundant component. It is assumed that switch failure can occur at any time and that switch reliability is a non-increasing function of time $\left(\rho_{i}(t)\right)$ which does not depend on the number of switching required. In the second scenario ( $S 2$ ), failure of switching will happen with a constant probability, $\left(\rho_{i}\right)$, when the switch is required [5].

Reliability-redundancy allocation problems (RRAP) have been generally formulated by considering the active redundancy strategy and using different solution methods. For this purpose, exact optimization methods such as dynamic programming [6], branch-and-bound approach [6,7], and implicit enumeration [8] have been used to maximize system reliability. Hikita et al. [9] developed a surrogate constraint method to solve the RRAP. They developed a dynamic programming to solve sin-gle-constrained surrogate problems. However, this method requires that either the objective function be separable or the surrogate problem be formulated as a multi-stage decision making problem. Their approach is only useful for special structures which include parallel-series and series-parallel designs [10].

Since RAP and RRAP have been proved to be NP-hard optimization problems [11,12], they are too difficult and time-consuming to solve using traditional optimization methods, especially when the problem size is large. For this reason, numerous meta-heuristic algorithms such as genetic algorithm [4,13-17], Tabu search [18,19], ant colony optimization [20-23], artificial immune system [10,24,25], artificial neural networks [26], artificial bee colony algorithm [27,28], particle swarm optimization [29], Memetic algorithm [30] and a combination of these algorithms [31] have been widely employed over the past decade for solving reliability optimization problems.

Recently, Yeh and Hsieh [28] developed a penalty guided artificial bee colony algorithm (ABC) for solving the reliabilityredundancy allocation problems. In order to improve the solutions, they also proposed a local search for their ABC algorithm. Hsieh and You [10] developed a two-phase approach based on immune algorithm to solve the same problem. According to this approach, an immune algorithm (IA) is developed in the first phase to solve the problem, followed by a new procedure in the second phase to improve the solutions. Wu et al. [32] presented an improved particle swarm optimization (IPSO) algorithm for the RRAP. Zou et al. [33] developed an effective global harmony search algorithm (EGHS) to solve the RRAP. The EGHS algorithm combined the harmony search algorithm (HS) with the concepts of swarm intelligence in particle swarm optimization (PSO) algorithm to solve the problem. Wang and Li [34] proposed a differential evolution (DE) algorithm combined with a harmony search (HS) algorithm.

Valian and Valian [35] proposed a cuckoo search (CS) algorithm and used some well-known benchmark problems to test the performance of the algorithms in solving the reliability redundancy-allocation problem. In a different study, Valian et al. [36] presented an improved cuckoo search algorithm by enhancing the accuracy and convergence rate of the cuckoo search algorithm. Afonso et al. [37] proposed a modified version of the imperialist competitive algorithm (ICA) and compared the results obtained from their proposed ICA with the best-known results of different benchmarks reported in the literature to demonstrate the capability of their proposed algorithm.

As it is clear from the literature, all the previous studies of the reliability-redundancy allocation problem have considered the active strategy for redundant components and their efforts have been directed at improving system reliability by developing novel, modified, or combined meta-heuristic algorithms. In the present study, however, the cold-standby strategy is used for the first time and a new mathematical formulation is presented for the problem under the non-linear constraints of weight, cost, and volume.

The rest of the paper is organized as follows. In Section 2, the formulation of the RRAP, the mathematical formulation of the cold-standby strategy, and three benchmark problems are presented. Section 3 presents the GA developed for solving the proposed non-linear models. Section 4 considers the experimental results to demonstrate the advantages of the cold-standby strategy and the efficiency of the proposed methodology. Finally, conclusions are presented in Section 5.

## 2. Formulation of the reliability-redundancy allocation problem

The objective of reliability optimization is to improve system reliability. The reliability-redundancy allocation problems are useful for system designs that are largely assembled and manufactured using off-the-shelf components, and that have high reliability requirements [29]. A reliability-redundancy allocation problem is generally formulated with the objective of maximizing system reliability under some non-linear constraints. Therefore, in this paper, the RRAP is considered with the objective of maximizing system reliability subject to the multiple non-linear constraints of weight, cost, and volume. The mixed-integer non-linear programming model of RRAP is generally formulated as follows:

$$
\begin{align*}
& \text { Maximize } R_{s}=f(r, n)  \tag{1}\\
& \text { subject to } g_{j}(r, n) \leqslant l_{j} \quad j=1,2, \ldots, k  \tag{2}\\
& \qquad 0 \leqslant r_{i} \leqslant 1, \quad r_{i} \in \mathfrak{R}, \quad n_{i} \in Z^{+}, \quad 1 \leqslant i \leqslant m
\end{align*}
$$

where $R_{s}$ is the reliability of the system; $g_{j}$ is the $j$ th constraint; $r=\left(r_{1}, r_{2}, r_{3}, \ldots, r_{m}\right)$ is the vector of the component reliabilities for the system; $n=\left(n_{1}, n_{2}, n_{3}, \ldots, n_{m}\right)$ is the vector of the redundancy allocation for the system; $r_{i}$ and $n_{i}$ are the reliability and the number of components in the $i$ th subsystem, respectively; $f(\cdot)$ is the objective function for the overall system reliability; $l$ is the resource limitation vector; and $m$ is the number of subsystems in the system. The goal is to determine the number of components and each component's reliability in each subsystem in order to maximize the reliability of the whole system. The problem belongs to the category of constrained mixed-integer non-linear optimization problems.

### 2.1. System reliability with cold-standby redundancy strategy

Coit [5] presents a mathematical formulation as in Eq. (3) for the reliability of a subsystem with cold-standby strategy and perfect switching. This equation is a general form that is appropriate for any distribution of component time-to-failure.

$$
\begin{equation*}
R_{i}(t)=r_{i}(t)+\sum_{x=1}^{n_{i}-1} \int_{0}^{t} r_{i}(t-u) f_{i}^{(x)}(u) d u \tag{3}
\end{equation*}
$$

where $r_{i}(t)$ is the reliability at time $t$ for the component used in subsystem $i ; n_{i}$ is the number of components in subsystem $i$, and $f_{i}^{(x)}(t)$ is the pdf for the $x$ th failure arrival for subsystem $i$, i.e. the sum of $x$ iid component failure times.

In order to determine the reliability of the subsystems with imperfect switching, $R_{i}(t)$, Eqs. (4) and (5) are presented for two scenarios as follows [5]:

Scenario 1 (S1): Continuous detection and switching:

$$
\begin{equation*}
R_{i}(t)=r_{i}(t)+\sum_{x=1}^{n_{i}-1} \int_{0}^{t} \rho_{i}(u) r_{i}(t-u) f_{i}^{(x)}(u) d u \tag{4}
\end{equation*}
$$

Scenario 2 (S2): Switch activation only in response to a failure:

$$
\begin{equation*}
R_{i}(t)=r_{i}(t)+\sum_{x=1}^{n_{i}-1} \rho_{i}^{x} \int_{0}^{t} r_{i}(t-u) f_{i}^{(x)}(u) d u \tag{5}
\end{equation*}
$$

where $\rho_{i}(t)$ and $\rho_{i}$ are failure-detection/switching reliabilities at time $t$ for $S 1$ and $S 2$, respectively. This paper only investigates the continuous detection and switching ( $S 1$ ). As mentioned by Coit [5], it is difficult to determine a closed form for equations similar to Eq. (4). Therefore, a convenient lower bound on subsystem reliability, $\widetilde{R}_{i}(t)$, can be determined as follows:

$$
\begin{equation*}
\widetilde{R}_{i}(t)=r_{i}(t)+\rho_{i}(t) \sum_{x=1}^{n_{i}-1} \int_{0}^{t} r_{i}(t-u) f_{i}^{(x)}(u) d u \tag{6}
\end{equation*}
$$

This is an estimation for Eq. (4) because $\rho_{i}(t) \leqslant \rho_{i}(u)$ for all $u \leqslant t$.
Coit [5] has developed these mathematical models for calculating the standby strategy in a general form. He also used Eq. (6) with Erlang distribution for the redundancy allocation problem. However, as all the non-linear constraints in the reli-ability-redundancy allocation problem are derived by considering the exponential time-to-failure [38], in this paper Eq. (6) has been extended based on the exponential distribution and implemented in this problem. If the component time-to-failure is exponential, then Eq. (6) can be represented by considering the occurrences of subsystem failures as a homogeneous Poisson process prior to the $n_{i}$ th failure. In this case, the reliability of the subsystem is the probability that there are strictly less than $n_{i}$ failures, which is Poisson distributed. Therefore,

$$
\begin{equation*}
\int_{0}^{t} r_{i}(t-u) f_{i}^{(x)}(u) d u=\frac{e^{-\lambda_{i} t}\left(\lambda_{i} t\right)^{x}}{x!} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{R}_{i}(t)=r_{i}(t)+\rho_{i}(t) \sum_{x=1}^{n_{i}-1} \frac{e^{-\lambda_{i} t}\left(\lambda_{i} t\right)^{x}}{x!} \tag{8}
\end{equation*}
$$

where $\lambda_{i}$ is the component failure rate (the exponential distribution parameter) and $t$ is the mission time. Unlike in all previous studies, $r_{i}$ is not a decision variable in the present study because the component failure rate needs to be known in the cold-standby strategy for the component reliability, $r_{i}$, to be easily calculated. Therefore, $\lambda_{i}$ and $n_{i}$ are two decision variables in the model and $r_{i}$ is calculated on the basis of $\lambda_{i}$. In the next subsections, three famous benchmarks in the reliabilityredundancy optimization are presented.

### 2.2. Problem 1 (P1): Series system

The first problem ( $P 1$ ) is a mixed-integer non-linear programming problem for a series system with five subsystems. The problem formulation is as follows:

$$
\begin{equation*}
\text { Maximize } f(r, n)=\prod_{i=1}^{m} R_{i}\left(n_{i}, t\right) \tag{9}
\end{equation*}
$$

Subject to :

$$
\begin{align*}
& g_{1}(r, n)=\sum_{i=1}^{m} w_{i} \cdot v_{i}^{2} \cdot n_{i}^{2} \leqslant V  \tag{10}\\
& g_{2}(r, n)=\sum_{i=1}^{m} \alpha_{i} \cdot\left(-\frac{1000}{\ln r_{i}}\right)^{\beta_{i}} \cdot\left[n_{i}+e^{0.25 n_{i}}\right] \leqslant C  \tag{11}\\
& g_{3}(r, n)=\sum_{i=1}^{m} w_{i} \cdot n_{i} \cdot e^{0.25 n_{i}} \leqslant W  \tag{12}\\
& 0 \leqslant r_{i} \leqslant 1, \quad r_{i} \in \mathfrak{R}, \quad n_{i} \in Z^{+}, \quad 1 \leqslant i \leqslant m \tag{13}
\end{align*}
$$

Fig. 1 shows this series system. The same problem was considered by [9,10,25,28,32,35-37,39,40].
In Eq. (9), the objective function contains the redundancy level and the reliability of the component used in each subsystem to achieve maximum system reliability. $R_{i}\left(n_{i}, t\right)$ in (9) is calculated based on Eq. (8). Eqs. (10)-(12) consider the limitations on system volume, cost, and weight, respectively. The constraint given by (10) is a combination of weight, redundancy allocation, and volume; (11) is a cost constraint; and (12) is a weight constraint [37]. In this context, $V$ is the upper limit of the sum of the subsystem's product of volume and weight, $C$ is the upper limit on the cost of the system, and $W$ is the upper limit on the weight of the system. Furthermore, $w_{i}$ is the weight of each component in subsystem $i, v_{i}$ is the volume of each component in subsystem $i$, and $c_{i}$ is the cost of each component in subsystem $i ; n_{i} \in Z^{+}$, where $Z^{+}$is the discrete space of positive integers, and $0 \leqslant r_{i} \leqslant 1, r_{i} \in R, 1 \leqslant i \leqslant m$. The parameters $\beta_{i}$ and $\alpha_{i}$ are physical features of the $i$ th system component.

### 2.3. Problem 2 (P2): Series-parallel system

The second problem (P2) is a mixed-integer non-linear programming problem for a series-parallel system with five subsystems. The problem formulation is as follows:

$$
\begin{equation*}
\text { Maximize } f(r, n)=1-\left(1-R_{1}(t) \cdot R_{2}(t)\right)\left(1-\left(R_{3}(t)+R_{4}(t)-R_{3}(t) \cdot R_{4}(t)\right) \cdot R_{5}(t)\right) \tag{14}
\end{equation*}
$$

Subject to :

$$
\begin{aligned}
& g_{1}(r, n) \leqslant V ; \quad g_{2}(r, n) \leqslant C ; \quad g_{3}(r, n) \leqslant W \\
& 0 \leqslant r_{i} \leqslant 1, \quad r_{i} \in \mathfrak{R}, \quad n_{i} \in Z^{+}, \quad 1 \leqslant i \leqslant m
\end{aligned}
$$

where $R_{i}$ is calculated based on Eq. (8) and the condition on the variables are the same as those in P1. Fig. 2 shows this seriesparallel system. This same problem was considered by $[9,10,25,28,32,34-37,40]$. It need be mentioned that the reliability function for this system as $f(r, n)=1-\left(1-R_{1} R_{2}\right)\left(1-\left(1-R_{3}\right)\left(1-R_{4}\right) R_{5}\right)$ reported by Chen [25] and Afonso et al. [37] is wrong, and that the right problem formulation is as in Eq. (14) [32].

### 2.4. Problem 3 (P3): Complex (bridge) system

The third test problem (P3) is a mixed-integer non-linear programming problem for a complex bridge structure with five subsystems. The problem formulation is as follows:

$$
\begin{align*}
\operatorname{Maximize} f(r, n)= & R_{1}(t) \cdot R_{2}(t)+R_{3}(t) \cdot R_{4}(t)+R_{1}(t) \cdot R_{4}(t) \cdot R_{5}(t) \cdot+R_{2}(t) \cdot R_{3}(t) \cdot R_{5}(t) \\
& -R_{1}(t) \cdot R_{2}(t) \cdot R_{3}(t) \cdot R_{4}(t)-R_{1}(t) \cdot R_{2}(t) \cdot R_{3}(t) \cdot R_{5}(t)-R_{1}(t) \cdot R_{2}(t) \cdot R_{4}(t) \cdot R_{5}(t)  \tag{15}\\
& -R_{1}(t) \cdot R_{3}(t) \cdot R_{4}(t) \cdot R_{5}(t)-R_{2}(t) \cdot R_{3}(t) \cdot R_{4}(t) \cdot R_{5}(t)+2 R_{1}(t) \cdot R_{2}(t) \cdot R_{3}(t) \cdot R_{4}(t) \cdot R_{5}(t)
\end{align*}
$$

Subject to :

$$
\begin{aligned}
& g_{1}(r, n) \leqslant V ; \quad g_{2}(r, n) \leqslant C ; \quad g_{3}(r, n) \leqslant W \\
& 0 \leqslant r_{i} \leqslant 1, \quad r_{i} \in \mathfrak{R}, \quad n_{i} \in Z^{+}, \quad 1 \leqslant i \leqslant m
\end{aligned}
$$

where $R_{i}$ is calculated based on Eq. (8) and the conditions on the variables are the same as those in P1. Fig. 3 shows this complex system. This same problem was also considered by [9,10,25,29,32-37,40].


Fig. 1. Series system (test problem 1).


Fig. 2. Series-parallel system (test problem 2).


Fig. 3. Complex bridge system (test problem 3).

## 3. Solution method: Genetic algorithm

Genetic algorithm, as one of the most effective and powerful evolutionary algorithms, was first introduced by Holland [41]. In this paper, a modified version of this algorithm is developed to solve the proposed reliability-redundancy allocation problems. To use the genetic algorithm in its best form, features of the algorithm should be initially designed based on the problem traits. Therefore, the following subsections will describe the proper design of the genetic algorithm to be implemented in the proposed model. These features include the chromosome structure (solution encoding), fitness function, initial population, selection of parents for generating a new population, crossover, mutation, and stopping criteria.

In order to produce the initial population, Pop chromosomes are generated randomly and legally. Furthermore, the GA process is terminated after a predefined number of iterations (MaxGen). Other features of the algorithm are as follows:

### 3.1. Chromosome definition

In the proposed GA, the solution encoding (chromosome) is presented as a $2 \times s$ matrix where $s$ is the number of subsystems and the first and second rows of this matrix represent the selected failure rate, $\lambda_{i}$, for the components in each subsystem and the redundancy level for the subsystems, respectively. Fig. 4 presents a chromosome structure considered for this problem with $s=5$.

This figure demonstrates a solution in which the first subsystem ( $s=1$ ) uses two components with a failure rate equal to 0.001 in parallel, the second subsystem uses four components with a failure rate equal to 0.045 , and the last subsystem uses one component with a failure rate equal to 0.00105 . Fig. 5 presents the structure of this solution in the series system ( $P 1$ ).

### 3.2. Fitness function

The fitness function is equal to the sum of the objective function (reliability) and the penalty of constraint violation. In other words, the problem constraint is added to the objective function in such a way that if one solution exceeds the constraint limit, a relatively large amount of penalty is added to the objective function. This penalty provides the feasibility of the final solution while keeping the search in the infeasible space of the problem. The search in the infeasible space leads to an appropriate diversity for the genetic algorithm. In this paper, in order to add the penalties of constraints violation to the objective function, first the objective function is transformed to minimization of unreliability then additive penalty function is applied as Eq. (16). Now, because of minimization structure of the objective function, these added penalties decrease the probability of selecting the violated solution during the algorithm process. In this way, after some iteration, the violated solutions are expected to be eliminated from the population.
$\left.\begin{array}{l} \\ \text { Failure rate } \\ \text { Number of components }\end{array} \begin{array}{ccccc}1 & 2 & 3 & 4 & 5 \\ .001 & .045 & .0094 & .0205 & .00105 \\ 2 & 4 & 2 & 3 & 1\end{array}\right]$

Fig. 4. Chromosome representation (solution encoding).


Fig. 5. Chromosome representation (solution encoding).

Minimize $\quad U R_{s}=\left(1-R_{s}\right)+\sum_{i=1}^{3} P_{i}(x)$
In this equation, $R_{S}$ and $U R_{s}$ are the total reliability and unreliability of the system, respectively; $P_{i}(x)$ is the penalty value related to the $i$ th constraint which takes a positive value in case of violation. In this paper, violation of a constraint like $g_{i}(r, n) \leqslant l_{i}$ is performed through the function $\frac{g_{i}(r, n)}{l_{i}}-1$. Therefore, $P_{i}(x)=M \times \max \left\{0, \frac{g_{i}(r, n)}{l_{i}}-1\right\}$, where $M$ is a sufficiently large number.

### 3.3. Selection

In order to select the required chromosomes for crossover and mutation operators, tournament selection is used based on the following steps. The fitness function is calculated for all existing chromosomes ( Pop ) in the present population and then, from the Pop chromosomes, $k$ chromosomes are selected randomly and compared with each other based on the fitness function. A chromosome with the largest fitness function is selected as the parent for generating a new population. This procedure will be repeated Pop times until Pop parents are selected for the next generation. After the selection process, the crossover and mutation operators will be used.

### 3.4. Crossover

The crossover operator is applied with a predefined rate of $r_{c}$. By using two crossover operators, four offspring will be generated from each two selected parents. From these four offspring, two premier ones will be selected based on their fitness values to be transferred to the next generation. As a result, there will be Pop new chromosomes at the end of the crossover operation. In order to produce these four offspring from the two selected parents, three crossover operators are defined, two of which are used for each test problem.

These three operators are the double-point crossover, a modified version of the max-min crossover [4], and a new crossover operator. The double-point and max-min crossover are shown in Figs. 6 and 7, respectively. In the max-min crossover, the subsystems with the lowest and highest reliabilities amongst the candidate solutions are determined and all the relative genes for each parent are exchanged with the same genes in the other parent. The third operator performs as follows:

Consider $x^{P}$ as a selected chromosome in the present population and $x_{i}^{P}$ as the $i$ th component of $x^{P}$. Also, suppose that $x^{\text {Best }}$ is the best chromosome in the population and that $x_{i}^{\text {Best }}$ represents the $i$ th component of this solution. The new chromosome will be defined based on following equation:

$$
\begin{equation*}
x_{i}^{\text {new }}=x_{i}^{P}+\operatorname{rand} \cdot\left(x_{i}^{\text {Best }}-x_{i}^{P}\right) ; \quad \forall i \tag{17}
\end{equation*}
$$

In this equation, rand is a random value.

### 3.5. Mutation

After the crossover operation, the mutation operator will be employed with a predefined rate of $r_{M}$. The main purpose of applying the mutation operator is to increase diversity and to avoid being trapped into a local optimum. In order to perform the mutation, $r_{M} .100 \%$ of the chromosomes are randomly selected and the gene values are changed with a probability of $P_{M}$.
Failure rate:
Number of components $\left[\begin{array}{ccccc}.001 & .045 & .0094 & .0205 & .00105 \\ 2 & 4 & 2 & 3 & 1\end{array}\right] \Rightarrow\left[\begin{array}{ccccc}.001 & .045 & .0514 & .095 & .00105 \\ 2 & 4 & 1 & 1 & 1\end{array}\right]$
Failure ate:
Number of components $\left[\begin{array}{cccccc}.041 & .005 & .0514 & .095 & .0137 \\ 5 & 2 & 1 & 1 & 6\end{array}\right] \Rightarrow\left[\begin{array}{ccccc}.041 & .005 & .0094 & .0205 & .0137 \\ 5 & 2 & 2 & 3 & 6\end{array}\right]$

Fig. 6. Double point crossover operator.


Fig. 7. Max-min crossover operator.


Fig. 8. Max-min mutation operator.

Table 1
Crossover and mutation operators in each test problem

| Operators problem no. | Crossover |  |  | Mutation |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Double point | Max-min | New | Simple | Max-min | New |
| P1 | V | V |  | $\checkmark$ | V |  |
| P2 | $\checkmark$ |  | $\checkmark$ | V |  | $\checkmark$ |
| P3 | V |  | V | $\checkmark$ |  | $\checkmark$ |

Note that the new gene's values are randomly generated between the lower and upper bounds of the variables. Then, the fitness function is calculated for the mutated chromosome and compared with the fitness function of the pre-mutation chromosome. If the fitness function of the new chromosome is better than the previous one, the previous chromosome will be replaced by the newly generated offspring; otherwise, the previous chromosome remains as the superior one. In this paper, the max-min mutation operator developed by Tavakkoli-Moghaddam et al. [4] is used. In this operator, for each candidate solution, the subsystems with the highest and lowest reliabilities are randomly mutated. The values of genes for these subsystems are randomly changed at a mutation rate of $P_{M}$. Furthermore, another mutation operator is used which is the same as the max-min mutation with the only difference that in this operator, two random subsystems, rather than subsystems with maximum and minimum reliabilities, are selected to be mutated. As an example, the max-min mutation is depicted in Fig. 8.

Crossover and mutation operators transfer one generation to the next. For this purpose, the Pop best solutions amongst the previous generation and the new offspring are retained to form the next generation. As already mentioned, a combination of the crossover and mutation operators is used for each test problem. Table 1 demonstrates this combination for each test problem.

## 4. Experimental results

In this Section, the results obtained by the proposed GA are presented for the three benchmark problems described in Section 2. The simulations were implemented for each problem in MATLAB environment on an Intel Core 2 Duo CPU2.66 GHz PC with 3 GB of RAM under a 32-bits Windows operating system. Preliminary numerical tests were used to set the values of the genetic algorithm parameters. Different data were randomly generated and used to calibrate the parameters. Once the values of the parameters had been set for these preliminary data, they were used for the variations of the problem instances to be solved in this paper. The following parameters were used in the proposed GA: a population size of 500, maximum generation (MaxGen) equal to 40 runs, $k=4, r_{C}=0.8, r_{M}=0.3$, and $P_{M}=0.2$. The switching reliability is considered to be 0.99 in the mission time, it means that $\rho_{i}(t)=0.99$. This value of switching reliability is used in the previous studies such as $[2,4,5]$.

In order to obtain a better understanding of the proposed algorithm, each test problem was evaluated over 5 independent runs. The input parameters for the series and complex (bridge) systems ( $P 1$ and $P 3$ ) are shown in Table 2and those for the series-parallel system ( $P 2$ ) are presented in Table 3.

Table 2
Data used in series and complex bridge systems.

| Stage | $10^{5} \cdot \alpha_{i}$ | $\beta_{i}$ | $w_{i} \cdot v_{i}^{2}$ | $w_{i}$ | $V$ | $C$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 2.330 | 1.5 | 1 | 7 | 8 | 110 |
| 2 | 1.450 | 1.5 | 2 | 8 |  |  |
| 3 | 0.541 | 1.5 | 3 | 6 |  |  |
| 4 | 8.050 | 1.5 | 4 | 9 |  |  |
| 5 | 1.950 | 1.5 | 2 | 00 |  |  |

Table 3
Data used in series-parallel systems.

| Stage | $10^{5} \cdot \alpha_{i}$ | $\beta_{i}$ | $w_{i} \cdot v_{i}^{2}$ | $w_{i}$ | $V$ | $C$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 2.500 | 1.5 | 2 | 3.5 | 180 |  |
| 2 | 1.450 | 1.5 | 4 | 4.0 |  |  |
| 3 | 0.541 | 1.5 | 5 | 3.0 |  |  |
| 4 | 0.541 | 1.5 | 8 | 4.5 |  |  |
| 5 | 2.100 | 1.5 | 4 |  |  |  |

Table 4
Different runs of proposed GA for series system.

| Parameter | Run \#1 | Run \#2 | Run \#3 | Run \#4 | Run \#5 | STD |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $R_{\text {s }}$ | 0.96957251 | 0.96949763 | 0.96950107 | 0.96820142 | 0.96957758 | $5.98581 \mathrm{E}-04$ |
| $\lambda_{i}$ | 0.00026619 | 0.00026791 | 0.00026121 | 0.00028628 | 0.00026841 |  |
|  | 0.00011796 | 0.00012267 | 0.00011843 | 0.00011721 | 0.00011931 |  |
|  | 0.00008811 | 0.00009014 | 0.00009354 | 0.00010897 | 0.00008840 |  |
|  | 0.00037080 | 0.00035360 | 0.00035951 | 0.00032495 | 0.00036600 |  |
|  | 0.00025370 | 0.00025964 | 0.00026252 | 0.00028245 | 0.00025356 |  |
| $n$ | (3, 2, 2, 3, 3) | (3, 2, 2, 3, 3) | (3, 2, 2, 3, 3) | (3, 2, 2, 3, 3) | (3, 2, 2, 3, 3) |  |
| $r$ | 0.76629197 | 0.76497899 | 0.77012204 | 0.75105245 | 0.76459335 |  |
|  | 0.88873470 | 0.88455745 | 0.88831636 | 0.88939536 | 0.88752892 |  |
|  | 0.91565985 | 0.91380683 | 0.91069820 | 0.89676142 | 0.91539527 |  |
|  | 0.69018313 | 0.70215628 | 0.69801819 | 0.72256119 | 0.69350544 |  |
|  | 0.77592300 | 0.77133168 | 0.76911345 | 0.75393410 | 0.77603145 |  |
| Slack (g1) | 27 | 27 | 27 | 27 | 27 |  |
| Slack (g2) | 0.00000511 | 0.00132501 | 0.00009664 | 0.00016629 | 0.00002478 |  |
| Slack (g3) | 7.51891824 | 7.51891824 | 7.51891824 | 7.51891824 | 7.51891824 |  |

Table 5
Different runs of proposed GA for series-parallel system.

| Parameter | Run \#1 | Run \#2 | Run \#3 | Run \#4 | Run \#5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $R_{s}$ | $\mathbf{0 . 9 9 9 9 8 8 2 4 9}$ | 0.999988243 | 0.999988183 | 0.999984630 | 0.999988224 |
| $\lambda_{i}$ | 0.000192558 | 0.000184630 | 0.000190962 | 0.000218509 | 0.000187741 |
|  | 0.000171006 | 0.000161603 | 0.000155218 | 0.000099861 | 0.000163980 |
|  | 0.000096320 | 0.000099501 | 0.000124554 | 0.000202271 | 0.000100256 |
|  | 0.000106807 | 0.000106898 | 0.000091938 | 0.000289820 | 0.000105741 |
| $n$ | 0.000144491 | 0.000152923 | 0.000152832 | 0.000133194 | 0.000148347 |
| $r$ | $(3,3,2,1,3)$ | $(3,3,2,1,3)$ | $(3,3,1,2,3)$ | $(3,2,2,3,3)$ | $(3,3,1,2,3)$ |
|  | 0.824846726 | 0.831411488 | 0.826163745 | 0.803716235 | 0.828829523 |
|  | 0.842816570 | 0.850778906 | 0.856228310 | 0.904963136 | 0.848758789 |
|  | 0.908173083 | 0.905289070 | 0.882890356 | 0.816873233 | 0.904605868 |
|  | 0.898699000 | 0.898616953 | 0.912161652 | 0.748398488 | 0.899657410 |
| Slack (g1) | 0.865463014 | 0.858195436 | 0.858273837 | 0.875295691 | 0.862131961 |
| Slack (g2) | 62 | 62 | 53 | 18 | 53 |
| Slack (g3) | 0.000064145 | 0.000182880 | 0.000020252 | 0.000151000 | 0.000001979 |

Table 6
Different runs of proposed GA for complex bridge system.

| Parameter | Run \#1 | Run \#2 | Run \#3 | Run \#4 | Run \#5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $R_{s}$ | 0.99997304 | 0.99997402 | 0.99997369 | 0.99997413 | 0.999997405 |
| $\lambda_{i}$ | 0.00021390 | 0.00022154 | 0.00022860 | 0.00021744 | 0.00022566 |
|  | 0.00018236 | 0.00014970 | 0.00016632 | 0.00015412 | 0.00014950 |
|  | 0.00013199 | 0.00014554 | 0.00013647 | 0.00014232 | 0.00013862 |
|  | 0.00029705 | 0.00031615 | 0.00029787 | 0.00031802 | 0.00032495 |
| $n$ | 0.00031301 | 0.00028430 | 0.00030351 | 0.00026897 | 0.00024029 |
| $r$ | $(3,3,3,3,1)$ | $(3,3,3,3,1)$ | $(3,3,3,3,1)$ | $(3,3,3,3,1)$ | $(3,3,3,3,1)$ |
|  | 0.80743162 | 0.80128617 | 0.79564329 | 0.80457234 | 0.79799199 |
|  | 0.83330218 | 0.86096397 | 0.84677624 | 0.85717305 | 0.86113517 |
|  | 0.87635075 | 0.86455106 | 0.87243372 | 0.86734683 | 0.87055869 |
| Slack (g1) | 0.74301048 | 0.72894917 | 0.74239993 | 0.72759162 | 0.72256091 |
| Slack (g2) | 0.73124088 | 0.75254340 | 0.73821892 | 0.76416666 | 0.78639900 |
| Slack (g3) | 18 | 18 | 18 | 18 | 18 |

Tables 4-6 show the simulation results of all the five runs of the proposed GA for the benchmarks $P 1, P 2$ and $P 3$, respectively. Furthermore, these Tables provide the standard deviation (STD) values of the objective functions in the 5 different runs for each test problem. Clearly, the STDs are small, indicating the robustness of the proposed GA in all the test problems.

In Tables $4-6, \lambda_{i}$ is the exponential distribution parameter (failure rate) for the components of subsystem $i, n_{i}$ is the number of components in subsystem $i$, and $r_{i}$ is the reliability at mission time ( 1000 h ) for the components used in subsystem $i$ which is calculated in terms of $\lambda_{i}$. The slack represents unused resources.

In Fig. $9(\mathrm{a}-\mathrm{c})$, the trends show the progress of the best run among the 5 runs in each problem. During the early iterations, the proposed GA exhibits a fast convergence rate while in the last iterations, it stagnates slowly, which indicates no fitness improvements occurring during the latter evolutionary process.


Fig. 9. Optimization curves of three test problems using proposed GA.

The maximum reliability obtained by the cold-standby strategy (see Tables 4-6) was then used to compare its performance with those reported in the literature. Tables 7-9 present a comparison between the best results obtained in this paper and those reported in previous studies. Maximum Possible Improvement (MPI) index was used to measure the significance of the improvements made by using the cold-standby strategy as compared to the previous best-known solutions that considered the active strategy. This index, which has been used in many previous studies including Yeh and Hsieh [28], Coelho [29], Wu et al. [32], Zou et al. [33], Wang and Li [34], Valian and Valian [35], and Valian et al. [36], is given by:

$$
\begin{equation*}
\text { MPI }(\%)=\left[R_{s}(\text { New Approach })-R_{s}(\text { Other })\right] /\left[1-R_{s}(\text { Other })\right] \tag{18}
\end{equation*}
$$

where $R_{s}$ (New Approach) represents the best system reliability obtained by the proposed approach and $R_{s}$ (Other) represents the best system reliability obtained by any other method reported in the literature. Tables 6-9 indicate that the cold-standby

Table 7
Comparison of best result for the series system with other results presented in literature.

| Parameter | Hikita <br> et al. [39] | Hikita <br> et al. [9] | Hsieh <br> et al. [40] |  | Chen [25] |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | | Hsieh and |
| :--- |
| You [10] |

${ }^{\text {a }}$ Infeasible.

Table 8
Comparison of best result for the series-parallel system with other results presented in literature.

| Parameter | Hikita <br> et al. [39] | Hsieh <br> et al. [40] |  | Chen [25] | Yeh and <br> Hsieh [28] | Wu et al. <br> [32] | Hsieh and <br> You [10] | Valian and <br> Valian [35] <br> and Valian <br> et al. [36] |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Table 9
Comparison of best result for the complex bridge system with other results presented in literature.

| Parameter | Hikita et al. [9] | Hsieh et al. [40] | Chen [25] | Coelho [29] | Wu et al. [32] | Hsieh and You [10] | Zou et al. [33] | Valian and Valian [35] and Valian et al. [36] | Wang and Li [34] | Afonso et al. [37] | Abouei and Hamadani |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $R_{\text {s }}$ | 0.99978937 | 0.99987916 | 0.99988921 | 0.99988957 | 0.99988963 | 0.9998893505 | 0.9998896 | 0.99988964 | 0.99988964 | 0.99988963 | 0.99997413 |
| $n$ | $(3,3,2,3,2)$ | $(3,3,3,3$ <br> 1) | $(3,3,3,3$ <br> 1) | $(3,3,2,4,1)$ | $(3,3,2,4,1)$ | $(3,3,3,3,1)$ | $(3,3,2,4,1)$ | $(3,3,2,4,1)$ | $(3,3,2,4,1)$ | $(3,3,2,4$ <br> 1) | $(3,3,3,3,1)$ |
| $r$ | 0.81448276 | 0.814090 | 0.812485 | 0.826678 | 0.82868361 | 0.816624176 | 0.82983999 | 0.82809404 | 0.82812427 | 0.82764257 | 0.80457234 |
|  | 0.82138254 | 0.864614 | 0.867661 | 0.857172 | 0.85802567 | 0.868767396 | 0.85798911 | 0.85800449 | 0.85784692 | 0.85747845 | 0.85717305 |
|  | 0.89615152 | 0.890291 | 0.861221 | 0.914629 | 0.91364616 | 0.858748781 | 0.91333926 | 0.91416292 | 0.91420816 | 0.91419677 | 0.86734683 |
|  | 0.71309103 | 0.701190 | 0.713852 | 0.648918 | 0.64803407 | 0.710279379 | 0.64674479 | 0.64790779 | 0.64808425 | 0.64927379 | 0.72759162 |
|  | 0.81409107 | 0.734731 | 0.756699 | 0.715290 | 0.70227595 | 0.753429200 | 0.70310972 | 0.70456598 | 0.70411685 | 0.704092 | 0.76416666 |
| MPI (\%) | 87.7155 | 78.5875 | 76.6451 | 76.5690 | 76.5563 | 76.6155 | 76.5626 | 76.5541 | 76.5541 | 76.5563 | - |
| Slack (g1) | 27 | 18 | 18 | 5 | 5 | 18 | 5 | 5 | 5 | 5 | 18 |
| Slack (g2) | 0.00001 | 0.376347 | $0.001146^{\text {a }}$ | $0.00116843^{\text {b }}$ | 0.00000359 | 0.00000 | 0.00000594 | 0.000079290 | 0.000000593 | 0.00004428 | 0.00006867 |
| Slack (g3) | 10.572475 | 4.26477 | 4.26477 | 1.560466 | 1.56046629 | 4.26477 | 1.56046629 | 1.560466288 | 1.560466000 | 1.56046629 | 4.26476980 |

[^1]strategy used for the redundant components led to remarkable improvements in the reliability levels of all the three benchmark problems compared to those achieved in other studies which considered the active strategy. The MPI index for our approach led to values greater than $55.4 \%, 48.2 \%$, and $76.5 \%$ for $P 1, P 2$, and $P 3$, respectively. Also, comparison with the values obtained in other studies such as Yeh and Hsieh [28], Coelho [29], Wu et al. [32], Zou et al. [33], Wang and Li [34], Valian and Valian [35], and Valian et al. [36], reveals that the values obtained in the present study are rather large, indicating the advantage of the cold-standby strategy compared to its active counterpart.

## 5. Concluding remarks

The reliability-redundancy allocation problems (RRAPs) have been traditionally formulated by considering the active strategy. In this paper, the RRAP was considered with a cold-standby strategy for redundant components. In order to evaluate the efficiency of the proposed strategy, three well-known benchmark problems were considered and a new mathematical formulation was developed for calculating the value for system reliability under the cold-standby strategy. The problems were formulated as non-linear integer programming models subject to a number of given non-linear constraints. In general, RRAPs are not easy to solve, especially for large size instances. In this paper, a modified version of the genetic algorithm (GA) was, therefore, developed as an effective meta-heuristic algorithm for RRAP. Numerical results demonstrated that the coldstandby redundancy strategy led to a higher reliability compared to its active counterpart. This strategy was shown to offer greater flexibility for system designers and reliability analysts and led to considerable improvements in the reliability of complex systems. For future studies, developing other solution methodologies may be suggested for the proposed strategy to achieve better results. Another interesting extension may be the case where both active and cold-standby strategies are simultaneously used in the system.
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