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ABSTRACT
The application of mathematical analysis to wireless networks has met with limited success, due

to the complexity of mobility and traffic models, coupled with the dynamic topology and the

unpredictability of link quality that characterize such networks. The ability to model individual,

independent decision makers whose actions potentially affect all other decision makers makes

game theory particularly attractive to analyze the performance of ad hoc networks.

Game theory is a field of applied mathematics that describes and analyzes interactive

decision situations. It consists of a set of analytical tools that predict the outcome of complex

interactions among rational entities, where rationality demands a strict adherence to a strategy

based on perceived or measured results. In the early to mid-1990’s, game theory was applied to

networking problems including flow control, congestion control, routing and pricing of Internet

services. More recently, there has been growing interest in adopting game-theoretic methods

to model today’s leading communications and networking issues, including power control and

resource sharing in wireless and peer-to-peer networks.

This work presents fundamental results in game theory and their application to wireless

communications and networking. We discuss normal-form, repeated, and Markov games with

examples selected from the literature. We also describe ways in which learning can be modeled in

game theory, with direct applications to the emerging field of cognitive radio. Finally, we discuss

challenges and limitations in the application of game theory to the analysis of wireless systems.

We do not assume familiarity with game theory. We introduce major game theoretic models

and discuss applications of game theory including medium access, routing, energy-efficient

protocols, and others. We seek to provide the reader with a foundational understanding of the

current research on game theory applied to wireless communications and networking.

KEYWORDS
Game theory, wireless networks, communications theory, wireless communications,

distributed protocols, optimization.
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Preface

A great many books have been written about game theory. Most of them adopt either an

economic perspective or a mathematical perspective. In the past several years, though, the

application of game theory to problems in communications and networking has become fash-

ionable and, occasionally, productive. Specifically, game theoretic models have been developed

to better understand congestion control, routing, power control, topology control, trust man-

agement, and other issues in wired and wireless communication systems. The promise of game

theory as a tool to analyze wireless networks is clear: By modeling interdependent decision

makers, game theory allows us to model scenarios in which there is no centralized entity with

a full picture of network conditions. The challenges in applying game theory as a tool, though,

are sometimes less clear. Game theoretic models, like other mathematical models, can abstract

away important assumptions and mask critical unanswered questions. It is our hope that this

book will illuminate both the promise of game theory as a tool for analyzing networks and

the potential pitfalls and difficulties likely to be encountered when game theory is applied by

practicing engineers and researchers.

We have not attempted to cover either game theory or its applications to wireless com-

munications and networks in encyclopedic depth. We have severely restricted our exposition to

those topics that we feel are necessary to give the reader a grounding in the fundamentals of

game theory and its applications to wireless systems, while providing some pointers to other

sources that can provide more detail.

In Chapter 1, we introduce the topic of game theory and its applications, without delving

into mathematical detail. In Chapter 2, we present the fundamentals of decision and utility

theory. These topics are often omitted from introductory game theory texts on the grounds

that students of economics will study them in other courses. We do not expect our readers to

be students of economics, though, and a failure to grasp this foundational material can lead

to errors in the application of game theory. In Chapter 3, we introduce strategic form games.

In Chapter 4, we extend this framework to include repeated games, and in Chapter 5 we

discuss potential games and other results regarding convergence to equilibrium. In Chapter 6,

we address future research directions. Throughout, we attempt to integrate applications of the

material to problems in wireless communications and networking.

We thank all of those who have played a part in the preparation of this text. Our series

editor, Bill Tranter, inspired us to attempt this project in this new format and also provided
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detailed comments on the entire book. Our publisher, Joel Claypool, was patient with our missed

deadlines and responsive to our questions and concerns. The reviewers were generous and kind

with their comments; we hope that we have addressed their suggestions at least in part. We are

also grateful to our colleagues and students who contributed to this book in many ways.

We also thank those who ignited our interest in game theory and networking and have

continued to support our endeavors therein: Steve Wicker and Larry Blume (for ABM) and

Victor Frost and David Petr (for LAD).

This material is based in part on the work supported by the Office of Naval Research

and the National Science Foundation under Grant Nos. N000140310629 and CNS-0448131,

respectively. Any opinions, findings, and conclusions or recommendations expressed in this

material are our own and do not necessarily reflect the views of the Office of Naval Research or

the National Science Foundation. We are grateful to these sponsors for their support.

Allen Brantley MacKenzie

Blacksburg, Virginia

Luiz Antonio DaSilva

Arlington, Virginia
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1

C H A P T E R 1

Introduction to Game Theory

The purpose of this book is to introduce wireless engineers to game theory. In recent years, there

has been a great deal of interest in applying game theory to problems in wireless communications

and networking. We strive to give researchers and practitioners the tools that they need to

understand and participate in this work, to provide some guidance on the proper and improper

uses of game theory, and to examine potential future directions and applications of game theory.

The literature on game theory is vast, and we will certainly not do it justice in this

short book. Instead, we have chosen a set of topics from game theory that we feel are par-

ticularly relevant to the modeling of wireless networks, and we have covered those topics

in as much generality as we feel appropriate for those applications. (Probably the most compre-

hensive treatment of game theory is [1], although even it does not cover more recent develop-

ments.) Nor have we written a comprehensive survey of prior efforts to apply game theory to

problems in networking or communications. Our purpose here is strictly tutorial: We present

some topics from game theory and show how they might be used to address problems in wireless

communications and networking.

This chapter will introduce the general ideas of game theory, briefly describe its history,

argue that it is an important subject for wireless researchers to study, and discuss how to avoid

common errors made in applying game theory. It will also provide a brief introduction to some

example applications of the theory, and will provide a brief summary of the topics to be addressed

in the later chapters.

1.1 WHAT IS GAME THEORY?
Game theory is a bag of analytical tools designed to help us

understand the phenomena that we observe when decision-makers

interact.

—Martin Osborne and Ariel Rubinstein [2]

Game theory provides a mathematical basis for the analysis of interactive decision-making

processes. It provides tools for predicting what might (and possibly what should) happen when
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2 GAME THEORY FOR WIRELESS ENGINEERS

agents with conflicting interests interact. It is not a single monolithic technique, but a collection

of modeling tools that aid in the understanding of interactive decision problems.

A game is made up of three basic components: a set of players, a set of actions, and a set of

preferences. The players are the decision makers in the modeled scenario. In a wireless system,

the players are most often the nodes of the network. The actions are the alternatives available to

each player. In dynamic or extensive form games, the set of actions might change over time. In a

wireless system, actions may include the choice of a modulation scheme, coding rate, protocol,

flow control parameter, transmit power level, or any other factor that is under the control of

the node. When each player chooses an action, the resulting “action profile” determines the

outcome of the game.

Finally, a preference relationship for each player represents that player’s evaluation of all

possible outcomes. In many cases, the preference relationship is represented by a utility function,

which assigns a number to each possible outcome, with higher utilities representing more

desirable outcomes. In the wireless scenario, a player might prefer outcomes that yield higher

signal-to-noise ratios, lower bit error rates, more robust network connectivity, and lower power

expenditure, although in many practical situations these goals will be in conflict. Appropriately

modeling these preference relationships is one of the most challenging aspects of the application

of game theory.

Examples of games in the real world include conventional games of strategy such as chess

and poker, strategic negotiations such as those for the purchase of an automobile, house, or

business, as well as daily group decision-making processes such as deciding where to go to

lunch with colleagues or what movie to see with your family or friends.

A clear distinction should be drawn, however, between a game, which must involve

multiple decision makers, and an optimization problem, which involves only a single decision

maker. A game model is usually appropriate only in scenarios where we can reasonably expect

the decisions of each agent to impact the outcomes relevant to other agents.

A single shopper buying groceries at a grocery store is performing an optimization by

attempting to maximize satisfaction with the items purchased within his or her budget. Although

the grocery store is a decision maker in this scenario by setting the prices, it is most likely a

passive decision maker, unlikely to be swayed by the actions of a single consumer. On the other

hand, a grocery store may be engaged in pricing games with other stores in the area, and the

store will respond to the aggregate decisions of consumers. In this scenario, a game model may

be appropriate.

Similarly, a single car navigating a roadway in an attempt to reach a destination as quickly

as possible performs an optimization. When the roadway is shared, though, the drivers are

engaged in a game in which each attempts to reach her destination as quickly as possible

without getting in an accident or receiving a traffic ticket.
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INTRODUCTION TO GAME THEORY 3

For a more conventional type of game, consider the game represented by the following

table. This is a two-player game. Player 1 chooses the row, and player 2 chooses the column.

The values in each cell give the utilities of each player; these utilities represent the players’

preferences. The first number listed is the utility of player 1; the second is the utility of player

2. This particular game has a parameter c, which varies between 0 and 1.

T W

T (−c , −c ) (1 − c ,0)

W (1 − c ,0) (0,0)

One of the goals of game theory is to predict what will happen when a game is played.

The most common prediction of what will happen is called the “Nash Equilibrium.” A Nash

equilibrium is an action profile at which no player has any incentive for unilateral deviation.

The game shown above has two Nash equilibria. The Nash equilibria are the action

profiles (T,W) and (W,T). Consider the action profile (T,W). In this case, player 1 plays the

action T and receives a utility of 1 − c while player 2 plays the action W and receives a utility

of 0. Player 1 has no incentive to deviate, because changing her action to “W” would decrease

her utility from 1 − c (a positive number) to 0. Player 2 has no incentive to deviate, because

changing her action to “T” would decrease her utility from 0 to −c .

On the other hand, consider a non–Nash Equilibrium action profile, (T,T). From this

action profile, player 1 could increase her utility by unilaterally changing her action to W. Such

a unilateral deviation would change the action profile to (W,T), thereby increasing player 1’s

utility from −c to 1 − c .

Chapter 3 will provide a formal mathematical definition of Nash Equilibrium and touch

on such philosophical questions as why and how Nash Equilibria might be expected to arise

when a game is played.

1.2 WHERE DID GAME THEORY COME FROM?
Game theory’s roots are extremely old. The earliest investigations of probability, which often

focused on games of chance, might be considered game theory, although they may fail our

test of involving multiple decision makers. Even without resorting to that, though, in 1985

it was recognized that the Talmud (0–500 AD) anticipates some of the results of modern

game theory [3]. In modern times, work by Cournot, Edgeworth, Zermelo, and Borel in the

nineteenth and early twentieth centuries lays the groundwork for the analysis of strategic games.

(For a time line of the history of game theory, which provided basic information for this entire

section, see [4].)
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4 GAME THEORY FOR WIRELESS ENGINEERS

Nonetheless, modern game theory usually traces its roots to the seminal Theory of Games

and Economic Behavior, by John von Neumann and Oskar Morgenstern, published in 1944.

Von Neumann and Morgenstern gave an axiomatic development of utility theory, which now

dominates economic thought and which we will explore in the next chapter, and also introduced

the formal notion of a cooperative game. Like much early work in game theory, though, their

work on noncooperative game theory (which now dominates the game theory literature) focused

on relatively simple two-person zero-sum games.

In papers between 1950 and 1953, John Nash contributed to the development of both

noncooperative and cooperative game theory [5–7]. His most important contribution, though,

was probably his existence proof of an equilibrium in noncooperative games, the Nash Equilib-

rium [5]; we will examine this proof in some detail in Chapter 3. For his contributions to game

theory, Nash shared in the 1994 Bank of Sweden Prize in Economic Sciences in Memory of

Alfred Nobel.

This early work was significantly aided by work completed at the Rand Corporation,

which was formed after the World War II to connect military planning with research. With

this charter, the Rand Corporation sought to develop theories and tools for decision making

under uncertainty, leading to important contributions not only in game theory but also in

linear and dynamic programming and mathematical modeling and simulation. One of the early

applications of this theory was the study of the decision making of nations during the cold

war [8].

Since many of the early game theorists were economists, it is not surprising, perhaps, that

game theory’s greatest success has been in revolutionizing the field of economics. Ideas developed

in the context of game theory now pervade almost every aspect of economic thought: utility

theory, strategic use of information, cooperative and team games, the problem of coordination

between independent players, auction theory, and implementation of incentive mechanisms.

Game theory has also made significant contributions to other disciplines, including po-

litical science, sociology, biology, and military strategy. In the next section, we will discuss why

we believe that game theory has the potential to make significant contributions to the study of

wireless communications and networking.

1.3 WHY IS GAME THEORY RELEVANT TO WIRELESS
COMMUNICATIONS AND NETWORKING?

Ad hoc networks have occupied a preeminent place in the wireless communications and net-

working literature for the last several years. An ad hoc network is a self-configuring, multihop

network in which there is no central authority. Thus, every aspect of the configuration and

operation of an ad hoc network must be completely distributed. Furthermore, nodes in an ad

hoc network are often severely energy and power constrained. In emerging wireless networks,



P1: JYS

MOBK014-01 MOBK014-MacKenzie-v1.cls February 20, 2006 17:35

INTRODUCTION TO GAME THEORY 5

such as sensor networks, mesh networks, and pervasive computing systems, many of these same

features—decentralized operation, self configuration, and power/energy awareness—are often

desirable.

Game theory, as we have seen, is the study of the interaction of autonomous agents. At

this point, it should be clear how game theory may be of help when analyzing modern wireless

networks. In a modern wireless network, each node running a distributed protocol must make

its own decisions (possibly relying on information from other nodes). These decisions may

be constrained by the rules or algorithms of a protocol, but ultimately each node will have

some leeway in setting parameters or changing the mode of operation. These nodes, then, are

autonomous agents, making decisions about transmit power, packet forwarding, backoff time,

and so on.

In making these decisions, what does the node seek to optimize? In some cases, nodes

may seek the “greater good” of the network as a whole. In other cases, nodes may behave

selfishly, looking out for only their own user’s interests. In a final case, nodes may behave

maliciously, seeking to ruin network performance for other users. In the second and third

cases, the application of game theory may be straightforward, as game theory traditionally

analyzes situations in which player objectives are in conflict. In the first case, node objectives

may be aligned (as all players seek the “greater good” of the network), but game theory may

still offer useful insights. Even when nodes have shared objectives, they will each have a unique

perspective on the current network state, leading to possible conflicts regarding the best course of

action.

1.4 HOW CAN I USE GAME THEORY PROPERLY?
There are many potential pitfalls on the road to the application of game theory to wireless

communications and networking. One of these pitfalls has already been mentioned—mistaking

a simple optimization problem for a game. As we have already discussed, a problem is only a

game if there are multiple agents involved in making decisions. In some cases, it may be that

artificially creating multiple agents to play a game is worthwhile; in many cases, though, one

would be better served by using an optimization algorithm or technique. So, if it is not clear

who the agents are, one should carefully consider whether or not the use of game theory is

warranted.

A second common mistake in applications of game theory is confusion between the

theories of cooperative and noncooperative games. In this book, we focus on noncooperative

games, which have been primary in the study of game theory for the last 25 years or so.

Noncooperative game theory assumes agents with distinct interests that interact through a

predefined mechanism; it encompasses concepts such as normal and extensive form games,

incomplete information, Nash equilibrium, and forward and backward induction. There is
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also a substantial body of literature on cooperative games, in which players form coalitions

and negotiate via an unspecified mechanism to allocate resources. Cooperative game theory

encompasses concepts such as the Nash bargaining solution and the Shapely value. Although

there are certainly profitable applications of both theories and deep connections between the

two, the amateur game theorist would be well advised to mix the two theories with extreme

caution. Mixing the two theories can easily lead to results that are incomprehensible, at best,

and utter nonsense, at worst.

Perhaps the most common mistake among legitimate applications of game theory, though,

is a failure to clearly define the game and the setting in which it is played. Who are the players of

the game? What actions are available to the players? What are the players’ objectives? Does an

equilibrium exist for the given game? Is it unique? Is there a dynamic process by which players

update their strategies? If so, what is it and is it guaranteed to converge?

Finally, there are two general “philosophies” on applying game theory, and it is extremely

important to consider which philosophy you are using. In many cases, researchers who have not

clearly thought through their reasoning will jump back and forth between the two philosophies.

This is bound to create holes in their arguments, as the philosophies are mutually exclusive.

The first philosophy might be called a direct application of game theory. In this philoso-

phy, the users’ actual preferences are said to be modeled by the players’ utility functions. What

makes the application of this philosophy difficult is that it is very difficult to extract preferences

from users. Furthermore, nailing down a single explicit utility function that represents the

preferences of all users is not possible, since different users will have different preferences. It is

unlikely that even a parameterized utility function can represent the preferences of every user

except in very simple (perhaps contrived) situations. Even if one could postulate the existence

of such a function, it would take considerable effort to prove that such a formulation was valid

for the majority of users in the system.

Thus, if one wants to claim that the utility functions in a game represent actual users’

preferences, then one must operate with a bare minimum collection of assumptions about the

users’ preferences. Typical assumptions might include an assumption that users prefer higher

signal-to-interference-and-noise ratios (SINRs) to lower SINRs and that users prefer to spend

less power rather than more to obtain a given SINR. This approach can produce beautiful

results. It is, however, a very challenging task to execute well.

The second philosophy might be called an “engineering” application of game theory.

This philosophy assumes that the engineer is capable of programming the devices in the system

to behave as if they are maximizing a chosen utility function. Since the engineer chooses the

utility function, it can be whatever the engineer desires. The burden in this philosophy lies

in explaining why a particular utility function has been chosen and why game theory is being

employed at all. Though perhaps easier than demonstrating that a particular utility function

represents the preferences of all users, this may still be a difficult challenge to meet.
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Note that there is a stark contrast between these two philosophies. Either you are claiming

that your utility functions represent actual user preferences—in which case you had better provide

some evidence or make the assumptions about those functions very light—or you are not—in

which case you had better provide some other compelling reason for using game theory.

The point of this section is not to discourage the use of game theory. Obviously, the authors

think that game theory is a valuable tool for approaching a number of different problems; as

discussed before, game theory has revolutionized economics. The point, though, is that game

theory, like any tool, must be used carefully and on the right kind of problems. To quote a

familiar cliché, “If the only tool you have is a hammer, then every problem looks like a nail.”

We must be vigilant not to fall into that trap.

1.5 INTRODUCTION TO EXAMPLES
In this work, we will discuss a variety of communications and networking examples to illustrate

the concepts that we introduce. These examples should provide a sense of how game theory

has been used by researchers and will hopefully inspire you to consider some of your own game

theory applications. The examples should also demonstrate (on a small scale) each of the two

philosophies discussed above.

This section briefly introduces three examples to start your thinking along game theoretic

lines.

1.5.1 Power Control

The problem of uplink power control in a code division multiple access (CDMA) cellular system

has been considered by a number of authors [9–14]. For simplicity, we will discuss a single-cell

model, although multi-cell models (and, more recently, even ad hoc models) are also discussed

in the literature.

The players in a cellular power control game are the cellular telephones in the cell. This

is often assumed to be a fixed, known number of players. Each player’s action is the power level

that she chooses. In many cases, this is limited to be a power level between 0 and pmax, although

some games consider power levels between 0 and ∞.

The question of payoff functions, as usual, is the most difficult question; we will consider

it further in the next chapter. For now, though, consider the following properties, which make

this problem appropriate for a game model.

• The player’s payoff is a function of her own transmit power level and her SINR. The

player’s SINR is a function of her own transmit power and the transmit powers of the

other players in the cell.

• When a player increases her power level, this will increase her own SINR, but will

decrease the SINRs of all other players.
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• For a fixed SINR, the players prefer lower power levels to higher ones. That is, players

wish to conserve power and extend their battery life when possible.

• For a fixed power level, players prefer higher SINR to lower SINR. That is, players

want the best possible channel conditions for a given expenditure of power.

Game theoretic analysis of this situation has yielded several conclusions. First, taken as

a simple game, the power control situation described here usually leads to extremely inefficient

outcomes. What typically occurs is that each player increases her power to increase her SINR.

This power increase, though, decreases the SINRs of other users, who then increase their power

levels to compensate. By the time an equilibrium is reached, all users are blasting away at much

higher power levels than necessary—they could all reduce their powers and everyone would be

better off. This could perhaps be viewed as a negative result for game theory, but we believe

that it provides some insight into the reality of power control: left to their own devices, selfish

users will behave inefficiently in the power control game.

Second, though, game theory provides some insight into ways to obtain better outcomes

in the power control scenario. For instance, it is possible to add external incentives against

power increases, such as charging users based on transmit power. Another option is to model

the scenario as a repeated game, where users can punish each other for using too much power.

We will look at some of these possibilities in a future chapter.

What makes this problem interesting to model as a game? There are multiple nodes

making individual power control decisions that impact the performance of every node in the

cell. Thus, we have an interactive decision problem of the type that is well modeled by game

theory.

1.5.2 Routing

Another problem that is well modeled by game theory is the problem of routing in a network.

Some examples of work in this area include [15–18]. For simplicity, we assume that a policy

of source routing is followed, where the complete route for each packet is determined by the

packet source.

In this problem, the players in the game could be viewed as the source nodes in the

network, but it is slightly more convenient to view a player as a source/destination pair.

(In reality, the decision making will be carried out by the source, but making the source/

destination pair the player allows for the existence of multiple flows from a single source.) The

action set available to each player is the set of all possible paths from the source to the destina-

tion. (In many formulations of the routing game, nodes can actually choose multiple routes and

decide how much of their flow to send on each route. We ignore this complication for now.)
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Preferences in this game can take several forms, but we will assume that the preferences

are determined by the end-to-end delay for a packet to traverse the chosen route. A short delay

is preferred to a longer delay.

If a network contains only a single source and destination pair, or if the available routes

were completely disjoint, this problem would represent a simple optimization problem. In the

realistic scenario, though, many of the links in the network may potentially be shared by multiple

routes. Presumably, the more flows use a given link, the higher the delay will be on that link. It

is this dependency that is the source of the game theoretic routing problem.

One of the most interesting results to come from consideration of this type of problem is

the Braess paradox. Suppose that a given network has reached equilibrium. One might assume

that if you add additional links to the network, then performance will improve, at least, on

average. Such an assumption would be incorrect, though, as one can readily generate examples

where the addition of new links to the network actually degrades network performance for

all users. This phenomena, where more resources lead to worse performance, is known as the

Braess paradox [19, 20].

1.5.3 Trust Management

In networks where individual nodes are expected to perform services on behalf of others, the

question of trust and reputation management becomes important. This question arises in peer-

to-peer (P2P) networks, grid networks, and wireless ad hoc networks, among others. Per-

haps most relevant to the topic of this book are ad hoc networks, where each node serves as

source/destination for traffic as well as a router to forward packets for its neighbors. What are

the incentives for nodes to cooperate in such environments, particularly when there may be

natural disincentives such as increased energy consumption?

One possible approach is for each node to assign a reputation value to all other nodes

with which it comes into contact in the network. As a node’s perceived reputation decreases,

its neighbors may refuse to perform services for it, leading to its gradual exclusion from the

network. Examples of this type of approach include [21–26].

This problem has many of the characteristics that would lead to a natural game theoretic

formulation. Nodes decide independently the extent of their cooperation of the network, trying

to balance their reputation (too little cooperation might lead to becoming a pariah in the

network) and resource considerations (too much cooperation may lead to fast depletion of their

battery). There is also clear impact of a node’s decision on other nodes’ performance.

Game theory has been applied to the problem of node cooperation, with a repeated game

formulation that also analyzed the impact of rogue nodes in the network [27]. The effectiveness

of trust and reputation mechanisms to ensure node cooperation was also studied using a game

theoretic model in [28] and [29].
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1.6 NOTATION
In general, we adopt the established game-theoretic convention of referring to generic players

in a game with female pronouns. In cases where it is clear that our players are inanimate objects

(such as network nodes), though, we may use gender-neutral pronouns.

We refer to sets with bold capital letters. For instance, a player’s action set might be

denoted Ai. A generic element of a set is often represented by the same letter as the set, but in

lowercase, e.g., ai ∈ Ai. Cartesian products of sets are often represented by the same uppercase

bold letter, but without the subscript, e.g., A = ×i∈NAi. Bold lowercase letters represent vectors,

e.g., since A is a Cartesian product of sets, an element of A will be a vector, a ∈ A.

Bold capital letters are also used to represent matrices. It should be clear from the context

whether a given symbol represents a matrix or a set.

We also follow the widespread game theory convention that uses −i to indicate that a given

symbol refers to all players except for player i . So, if A is defined as above, then A−i = × j∈N, j �=i Aj

and a−i ∈ A−i. Furthermore, if a ∈ A, then a−i ∈ A−i indicates the same vector as a, but with

the ith element removed. Hence, if bi ∈ Ai, then we might write (a−i, bi ) ∈ A to indicate a

vector that differs from a only in that the ith element has been replaced with bi .

Finally, we adopt the usual mathematical convention of sometimes writing x ⇒ y to

mean “if x then y .” We also use the notation x ⇔ y to mean “x if and only if y .”

1.7 OUTLINE OF REMAINING CHAPTERS
Chapter 2 takes a step back from game theory to explore the subject of decision theory. Game

theory is in many ways the multiplayer analogue of decision theory—decision theory considers

the choices of a single player, while game theory considers the choices of multiple players. In

this chapter we will start with the principle of preferences and discuss what is required to move

from preferences to utility functions (the representation of preferences commonly used in game

theory).

Chapter 3 then introduces the basics of game theory in more formal terms than we have

employed so far. It provides a mathematical definition of a game and of equilibrium and proves

the existence of equilibria.

Chapter 4 deals with games that have stages: repeated games and Markov games. These

types of games are very important for wireless applications. Repeated games are important

because many decisions in a wireless network (such as power level, route, and trust decisions

as discussed above) are made repeatedly. Markov games are important because of their explicit

representation of the “state” of a game. Since this game state can correspond to the state of a

link or network, this type of game is very valuable for wireless applications.
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Chapter 5 addresses convergence to equilibrium in a setting very similar to that of the

repeated game. It attempts to provide an answer to a question raised in Chapter 3 regarding

how Nash Equilibria may come about when games are played. Specifically, we look at the best

and better reply dynamics and their convergence to equilibrium in a specific class of games.

Finally, Chapter 6 addresses future directions for applications of game theory to wireless

networks.
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C H A P T E R 2

Decision Making and Utility Theory

Before we dive headlong into game theory, it is worthwhile to spend one chapter studying

decision theory. In many ways, game theory is nothing more than multiagent decision theory.

So, it is nearly impossible to really understand the former without a grasp of the latter.

Thus, in this chapter we will study classical decision theory, leading up to the work

of von Neumann and Morgenstern. Our context will be the preferences of users of wireless

communications devices. These might be physical layer preferences for things like low transmit

power or a high signal-to-interference-and-noise ratio (SINR). Or they might be network

layer preferences for robust routes, or application layer preferences for long battery life and

high-quality voice and video.

2.1 PREFERENCE RELATIONSHIPS
Let X be any set, called the set of outcomes or alternatives, and let � be a binary relation on

X. The binary relationship in which we are interested is called a preference relationship, and

x � y is read “x is weakly preferred to y” where x, y ∈ X.

A binary relation � on X is said to be complete if for all x, y ∈ X either x � y or y � x

(or both). (Note that throughout this text, “or” does not preclude the possibility that both items

occur.) A binary relation is said to be transitive if x � y and y � z implies that x � z.

Definition 1. The binary relation � is a (weak) preference relation if it is complete and transitive.

Even at this early stage, we have already begun to sow the seeds of controversy. On the sur-

face, completeness and transitivity seem like reasonable properties for a preference relationship

to possess. And, from the perspective of a computer or a programmed agent, they are probably

reasonable. It is not at all clear, though, that human preferences satisfy these properties.

First, completeness requires that we express preferences between any two items in the set

of outcomes even if they are totally different. Let x be a connection with a throughput of 100 kbps

and a delay of 10 ms. Let y be a connection with a throughput of 100 Mbps and a delay of 1 s.

Completeness says that either x � y or y � x. Now, this probably makes sense if we have a spe-

cific application in mind. For example, x � y for real-time voice traffic, but y � x for streaming
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video. It immediately makes it clear, though, that our preferences depend on context. We can

no longer even postulate that we could generate a preference order that would apply for every

application.

For a more extreme (nonwireless) example, completeness requires that consumers ex-

press preferences between AppleTM computers and oranges, despite the fact that they satisfy

completely different needs.

Second, transitivity ultimately requires that we make very fine distinctions. Let us in-

troduce some more notation to clarify this example. Given a weak preference relation �, we

define strong preference and indifference. We say that x � y if x � y and y �� x; this is strong

preference. We say that x ∼ y if x � y and y � x; this is indifference.

Now suppose that you prefer one teaspoon of sugar in your coffee. That is to say that x,

a cup of coffee with one teaspoon of sugar, is strictly preferred to y , a cup of coffee with no

sugar, or x � y . Presumably, however, you are indifferent between a cup of coffee containing

no sugar, y , and a cup containing one grain of sugar z1, y ∼ z1. And you probably can not tell

the difference between one grain (z1) and two grains (z2), either z1 ∼ z2. In fact, if we let zn

be a cup of coffee containing n grains of sugar, then one suspects that z2 ∼ z3, z3 ∼ z4, . . . ,

zn ∼ zn+1. But the transitivity of � implies that ∼ is also transitive. By transitivity, then y ∼
z1 ∼ . . . ∼ z19999 ∼ x,1 or y ∼ x, but this contradicts our earlier statement that x � y .

In wireless terms, if our choice set contains connections with various throughputs, and if

we prefer higher throughputs to lower throughputs, then we must prefer a 100.000001 Mbps

connection to a 100.000000 Mbps connection, even though such a distinction seems foolish!

What do preferences have to do with wireless systems? Well, we presume that users have

a preference relationship over outcomes. At the application layer, users prefer high-quality video

to low quality video. They prefer a responsive browsing experience to one that requires much

waiting. These application layer preferences might be translated into network layer preferences

for good connectivity to the network and robust routes to reach important network destinations.

Finally, these preferences might be translated into physical layer preferences for high SINR

and low bit error rate (BER). Furthermore, depending on the application being run, the user’s

preferences may change. When transferring an important file, the user may require an extremely

low BER, on the order of 10−12, regardless of the connection speed. When streaming a video,

though, the user may tolerate a higher BER in order to maintain a given bit rate.

2.2 EXISTENCE OF ORDINAL UTILITY REPRESENTATIONS
Preference relationships are a messy business. If the comparison set is large or infinite, then

fully defining the preference relationship could require a lot of information in the form of a very

long list of preferences. After all, we know from completeness that for every x, y ∈ X, we must

1A teaspoon contains about 20,000 grains of sugar, according to the British Sugar Web site.
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have either x � y or y � x (or both). If we could come up with a numerical representation

of �, then this would greatly simplify the process of specifying the preference relationship.

Definition 2. A preference relationship� is said to be represented by a utility function, u : X → R,

when

x � y ⇔ u(x) ≥ u(y).

Under what conditions can we find such a function u? That is the question to be addressed in

this section.

2.2.1 Finite X

It turns out that when X is a finite set, our life is quite easy.

Theorem 1. The binary relation � on the finite set X is a preference relation if and only if there

exists a utility function u that represents �.

Proof. We will begin by assuming the existence of a utility function and proving that the binary

relation must be a preference relation. Let X be a finite set and let � be a binary relation that is

represented by the function u.

For any x, y ∈ X, we have two real numbers u(x) and u(y). Since the real numbers form a

totally ordered set, we must have either u(x) ≥ u(y) or u(y) ≥ u(x). Thus, since the function u

represents the binary relation �, we must have either x � y or y � x. Therefore, � is complete.

If x � y and y � z, then we must have u(x) ≥ u(y) ≥ u(z). Hence, u(x) ≥ u(z), so that

x � z. Therefore, x � z, and so the binary relation � is transitive. Since � is complete and

transitive, it is a preference relation.

Now, we will prove that if there exists a preference order � on a finite set X, then we can

define a utility function u that represents �.

Suppose that � is a preference relation on the finite set X = {x1, x2, . . . , xN}. For any

x ∈ X, define the less preferred set L(x) = {y ∈ X : x � y}. Now, let

u(x) = |L(x)|.
That is, u(x) is the number of items in the set L(x).

Now, if x � y , then by transitivity, if z ∈ L(y), then z ∈ L(x). So, L(y) ⊆ L(x). Thus

u(x) ≥ u(y). That is, x � y implies u(x) ≥ u(y).

On the other hand, suppose that x �� y . Then by completeness, y � x, hence by the

argument in the previous paragraph, L(x) ⊆ L(y). But y ∈ L(y) and y �∈ L(x), thus L(x) is a

strict subset of L(y) and so u(y) > u(x). Or, in other words, u(x) �≥ u(y).

Therefore x � y if and only if u(x) ≥ u(y). �

Thus, every preference relationship on a finite set X can be represented with a utility

function u.
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2.2.2 Countable X

The situation is nearly the same if the choice set X is infinite, but countable, although the

proof is slightly more involved. (A set is said to be countably infinite if there is a one-to-one

correspondence between the elements of the set and the integers. The rational numbers are

countable, but the real numbers are not. For a proof of this fact, and further discussions of

countable infinities versus uncountable infinities, see any text on real analysis.)

Theorem 2. The binary relation � on the countable set X is a preference relation if and only if there

exists a utility function u that represents �.

Proof. The first part of the proof that the existence of a utility function representing � implies

that � is a preference relationship goes through exactly as before. That portion of the previous

proof did not make use of the fact that X was finite.

So, all that remains is to show that if � is a preference relation on a countable set X, then

there exists a utility function u that represents �. Our proof will follow the same lines as before,

with a slight modification to ensure that u remains finite.

Let X = {x1, x2, x3, . . .}. (Note that we can list the elements of X like this only because

X is countable. It is impossible to array an uncountable set in such a list!) Define the function

v : X → R as v(xn) = 2−n. Define the less preferred set L(x) as before, L(x) = {y ∈ X : x � y}.
Now, define the function u as

u(x) =
∑

y∈L(x)

v(y).

Note that the function u is well-defined because the sum on the right-hand side must always

converge (since
∑

x∈X v(x) = 1).

Now, we must show that u represents �. We proceed as before. If x � y , then by

transitivity L(y) ⊆ L(x). Hence we will have u(x) ≥ u(y). If x �� y , then by completeness

y � x, so that L(x) ⊆ L(y). But y ∈ L(y) and y �∈ L(x) so that L(x) is a strict subset of

L(y) and so u(y) > u(x) or u(x) �≥ u(y). Hence x � y if and only if u(x) ≥ u(y), and so u

represents �. �

2.2.3 Uncountable X

Finally, we deal with the difficult case of an uncountable choice set X. The importance of this

case is debatable. On the one hand, many of the parameters of the channels and network links

that we are discussing are, in fact, continuous in nature. Throughput and delay, for instance, are

real-valued parameters. For the mathematical purist, it is obvious that one must deal with the

technical issue of the existence of utility representations of preference relations on uncountable

sets. On the other hand, though, in almost all implementations of communication systems,
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either the parameter can take only on a restricted number of different values (for instance, only

certain signaling and code rates are supported) or we can measure only the parameter to a certain

level of accuracy (e.g., delay).

The proof in the previous section will not work if X is uncountably infinite. Why? Because

our utility construction in the last section required that we be able to list the elements of X, and

we can not construct such a list if X is uncountable.

In fact, we can offer a counter-example to demonstrate that the theorem in the previ-

ous section cannot possibly hold if X is uncountable. Let X = [0, 1] × [0, 1] and define the

lexicographic preference relation as follows:

(x1, x2) � (y1, y2) if x1 > y1 or (x1 = y1 and x2 ≥ y2).

Proving that this binary relation is a preference order and that it cannot be represented by a

utility function is left as an exercise for the reader. Even if you can not prove that the relation

cannot be represented by a utility function, you should at least be able to convince yourself that

there is no obvious way to construct such an function.

So, when can we construct a utility function that represents a preference order on an

uncountable set X? The answer is technical, requires that we invoke a “trick” from real analysis,

and requires a definition.

Definition 3. Given a binary relation � on X, a subset A ⊆ X is order dense in X with respect

to � if for all x � y, there exists a ∈ A such that x � a � y.

If you are not already familiar with real analysis, this notion of an “order dense” set

may seem absurd. In many cases, though, A might be a smaller (i.e., countable rather than

uncountable), simpler set than X, and it is often possible to prove that a property of the small set

A must also apply to the large set X. The most classic example of the application of order dense

subsets is the real numbers. The rational numbers are order dense in the reals with respect to

≥. That is, for any two real numbers such that x > y , you can find a rational number q , which

lies between the two reals: x ≥ q ≥ y .

Theorem 3. Given a binary relation � on a set X, � has a utility function representation if and

only if � is a preference relation and there is a countable set A which is order dense in X with respect

to �.

We omit the formal proof. To construct a utility function, though, we can use the same

function as in the previous proof, except that we redefine the less preferred set to contain only

elements in A. That is, define LA(x) = {y ∈ A : x � a}, and then define the utility function as

before, replacing L(x) with LA(x).
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Unfortunately, this theorem is only mildly useful, as it is often difficult to identify an

appropriate countable set A and to prove that it is order dense with respect to �. As a result,

we state the following definition and slightly more useful result.

Definition 4. The binary relation � on X is continuous if for all sequences {xn} from X such that

xn → x: (1) xn � y for all n implies that x � y, and (2) y � xn for all n implies that y � x.

You should be able to convince yourself that many “real-world” preferences—especially

those encountered in wireless networks—will be continuous. An exception to this would be

preferences that exhibit a “threshold” of acceptability. For instance, a preference relation where

the only requirement is that the throughput be at least 10 Mbps and the user is indifferent to

everything other than whether or not this threshold is exceeded.

Note that the definition of continuity requires that we be able to define limits in X.

Formally, we require that X be a separable metric space. If you do not know what that means,

do not worry about it. For the purposes of this work, we are not interested in uncountable sets

X, which are not separable metric spaces.

Theorem 4. The binary relation � on X is a continuous preference relation if and only if there exists

a continuous function u : X → R such that x � y ⇔ u(x) ≥ u(y).

Note that this theorem actually buys us two things. First, it tells us that if � is a preference

relation and it is continuous, then a utility representation exists. Second, though, it tells us that

this utility function will itself be a continuous function.

While the requirement that preferences be continuous seems reasonable in many instances,

from a mathematical point of view it is quite a strong requirement, just as continuity is a strong

requirement for functions.

2.2.4 Uniqueness of Utility Functions

Are the utility functions that we have constructed in the above theorems unique? The answer

is no. Consider the following lemma.

Lemma 1. Let u be a utility function that represents the preference relation �, and let f : R → R
be any strictly increasing function. Then the composite function f ◦ u is also a utility representation

of �.

Proof. The proof of this lemma is trivial.

Suppose that x � y . Since u is a utility representation of �, then u(x) ≥ u(y). Therefore,

f (u(x)) ≥ f (u(y)), because f is a strictly increasing function.

Suppose that x �� y . Then u(x) �≥ u(y), or u(x) < u(y). Hence, f (u(x)) < f (u(y)), or

f (u(x)) �≥ f (u(y)).

Thus x � y if and only if f (u(x)) ≥ f (u(y)). �
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In fact, we can do even better. Consider the following theorem.

Theorem 5. Given a preference relation � on a set X and two utility functions u and v that both

represent �, there exists a function f : R → R such that v(x) = f (u(x)) for all x ∈ X and f is

strictly increasing on the image of X under u.

The results of this section on uniqueness are often summarized by saying that the utility

function u generated by our representation theorems is “unique up to an increasing transfor-

mation.”

2.3 PREFERENCES OVER LOTTERIES
In many cases, users will be expected to have preferences not over certain outcomes but over

“lotteries.” For instance, one available action may provide an guaranteed SINR of 12 dB while

another might provide an SINR of 15 dB with probability 0.9 or an SINR of 5 dB with

probability 0.1. In choosing between these two available actions, the user must be able to

express a preference between these two outcomes.

Thus, we first need a representation for uncertainty. That is, the objects of choice, x ∈
X, are no longer simple outcomes, but now represent uncertain prospects. The usual way to

mathematically represent uncertainty is with probability. So, we will now let Z be the set of

outcomes, and we will let X, the set of choice objects, be a set of probability distributions on

Z. For the purposes of this section, we will assume that a probability distribution is given and

is objective, in the sense that we know exactly how to quantify the probabilities involved. The

next section will briefly mention some alternatives.

In this setting, we need to be careful with regard to the number of outcomes in Z, as in

the last section, and with the probability distributions that we choose to allow. If Z is finite,

then we might allow X to be the set of all probability distributions on Z. If Z is uncountably

infinite, though, then for technical reasons we must be more careful in our definition of X. In

every case, though, we assume that X is a convex set.

We now want to know, as in the last section, whether or not a utility representation exists

for such a preference relation over lotteries. We are not looking for just any utility representation,

though. If we were, we could just apply the theorems that we have already stated. Instead, we

would like to know whether or not so-called expected utility representations exist. Namely,

we want to know if there exists a function defined on Z, the set of prizes, u : Z → R, such

that

p � q ⇔ Ep[u(z)] ≥ Eq [u(z)]

where Ep means the expected value with respect to the probability distribution p ∈ X.
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2.3.1 The von Neumann–Morgenstern Axioms

Under what conditions does an expected utility representation for preferences exist? The three

von Neumann–Morgenstern axioms are central to answering this question.

Axiom 1. The binary relation � on X is a preference relation.

The first axiom relates back to the previous section, where we saw that for finite and

countable X, this axiom was necessary and sufficient for the existence of a utility representation.

It is not surprising, then, that it is necessary for the existence of an expected utility representation.

Axiom 2. For all p, q , r ∈ X and a ∈ [0, 1], p � q if and only if a p + (1 − a)r � aq +
(1 − a)r .

Note that this axiom introduces the notion of taking convex combinations of items in X.

Recall that we earlier assumed that X was a convex set, which makes it possible to construct

these convex combinations. We might interpret a convex combination as a compound lottery:

a p + (1 − a)r means that with probability a we will receive lottery p and with probability 1 − a

we will receive lottery r .

The second axiom is known as the independence axiom. Suppose that we flip a coin which

comes up heads with probability a and tails with probability 1 − a . Then the only difference

between a p + (1 − a)r and aq + (1 − a)r is which lottery we get when the coin comes up

heads—when the coin comes up tails, we get the lottery r . Hence, if p � q , we should prefer

the first mixture to the second. This axiom is also sometimes known as independence of irrelevant

alternatives—our relative ranking of the lotteries p and q , should be independent of the lottery r .

The independence axiom, though, is sometimes challenged because of the fact that human

decision makers often violate it. Consider the following restatement of the famous Allais Paradox

[30]. Suppose that you are running a streaming video application. Depending on the quality

of your connection, there are three possibilities: high-quality video, low-quality video, and no

video.

First, you are asked to choose between the following two options: (A) this connection

gives high-quality video with probability 0.49 and no video with probability 0.51 and (B) this

connection gives low-quality video with probability 0.98 and no video with probability 0.02.

Which would you choose?

Second, you are asked to choose between the following two options: (C) this connection

gives high-quality video with probability 0.001 and no video with probability 0.999 and (D)

this connection gives low-quality video with probability 0.002 and no video with probability

0.998. Again, think about which you would prefer.

In similar experimental settings with money, most players choose B over A and choose

C over D [31]. But this result violates the independence axiom: The choice of B over A in
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combination with the independence axiom implies that getting low-quality video with certainty

is preferable to a lottery in which one gets high-quality video with probability 1/2 and no video

with probability 1/2. (The “irrelevant alternative” which we have discarded here is the 0.02

probability of getting no video, which applies in both cases.) But preferring C over D implies

just the opposite.

Two things are uncertain, however: First, it seems far from certain that a person’s attitude

about wireless links and networks will be similar to her attitude about money. (Did you fall for

the paradox above, or were your choices consistent with the independence axiom?) Second, in

any setting it is unclear that a programmed agent should violate the axiom. After all, the axiom

seems to be a reasonable normative rule for decision making. Why should a programmed agent

duplicate the frailties of human decision making?

Axiom 3. For all p, q , r ∈ X such that p � q � r , there exist a, b ∈ (0, 1) such that a p +
(1 − a)r � q � bp + (1 − b)r .

This is known as the Archimedean axiom. It says roughly that there are no “exceptionally”

good or “exceptionally” bad outcomes. Specifically, no matter how bad r is, if we strictly prefer

p to q , then we will accept a gamble that assigns a large probability to p and a small probability

to r over one that gives us q with certainty. Similarly, no matter how good p is, if we strictly

prefer q to r , then we will accept q with certainty over a gamble that assigns a small probability

to p and a large probability to r .

It might occur to you that this Archimedean axiom seems related to our notion of con-

tinuity from the previous section. This is certainly true! In fact, if � is a continuous preference

relation, then the Archimedean axiom is implied.

Lemma 2. If a preference relation � on X is continuous, then it satisfies the Archimedean axiom.

Proof. A consequence of continuity is that if xn → x and x � y then there exists N such that

for all n ≥ N, xn � y . Similarly, if xn → x and y � x then there exists N such that for all

n ≥ N, y � x.

Let

pn = n − 1

n
p + 1

n
r

and let

rn = 1

n
p + n − 1

n
r.

Then clearly pn → p and rn → r . Hence, by continuity, there exists N1 such that for all n ≥ N1,

pn � q and N2 such that for all n ≥ N2, q � rn.
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Let a = (N1 − 1)/N1 and b = 1/N2. Then pN1
= a p + (1 − a)r � q � bp +

(1 − b)r = r N2
and so the Archimedean axiom is satisfied. �

It is worth saying slightly more about what we mean by limits in this case, but we will

save that discussion for a little later.

As noted previously, continuity seems like a reasonable requirement, and so the

Archimedean axiom seems reasonable, too. But consider the following: You will probably agree

that a free 10 Mbps WiFi Internet connection is preferable to a dial-up connection, and that

both are far preferable to your sudden, untimely death. But the Archimedean axiom implies that

you would accept a small probability of death in order to upgrade from a dial-up connection

to a free WiFi connection! This may seem absurd. But suppose that you are sitting in a coffee

shop using a dial-up connection, and I tell you that just across the street is an identical coffee

shop with free WiFi. Will you walk across the street? Quite possibly you will, even though

this increases the probability of your sudden, untimely demise in the case that you are hit by a

car while crossing the street. So, perhaps the Archimedean axiom is reasonable after all. More

to the point, though, in wireless networks we are rarely forced to consider outcomes involving

death and destruction; they are not typically included in the set of outcomes, Z.

2.3.2 Von Neumann–Morgenstern and the Existence of Cardinal

Utility Representations

We are now (mostly) prepared to state the most important results on the existence of expected

utility representations. For brevity, we will omit most of the proofs in this section. If you are

interested, see a standard reference in decision theory. A good place to start would be [32];

readers with an appreciation for mathematical rigor are referred to [33].

2.3.2.1 Finite Z

If Z is a finite set and X is the set of all probability distributions on Z, then the three axioms

given above are all that we need.

Theorem 6. If Z is a finite set and X is the set of probability distributions on Z, then a binary

relation � on X satisfies axioms 1, 2, and 3 if and only if there exists a function u : Z → R such that

p � q ⇔ Ep[u(z)] ≥ Eq [u(z)].

Unfortunately, when Z is not a finite set, things become more complicated.

2.3.2.2 Simple Probability Distributions

In most of our applications, though, Z will not be finite. The “prizes” in our lotteries will often

be particular channel conditions or network conditions and, as we discussed previously, the set

of such conditions is usually infinite.
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So, what if Z is not finite? Unlike in the case of ordinal utility, restricting Z to be countably

infinite does not help much in this case. Instead, we need to restrict the probability distributions

that we consider in a particular way.

Definition 5. A probability distribution is said to be simple if it has finite support. In other words,

a probability distribution p on Z is simple if there exists a subset ZS ⊆ Z such that ZS is a finite set

and p(A) = 0 for any set A ⊆ Z such that A ∩ ZS = ∅.

Unfortunately, this is a quite restrictive set of probability distributions. By definition, it

cannot include any continuous distribution, such as an exponential or normal distribution, and

it does not even include discrete distributions that have countably infinite support (for instance,

the Poisson distribution). But, we will overcome this restriction with continuity, as we did in

the case of ordinal utility.

Theorem 7. For any Z, if � is a binary relation defined on the set X of simple probability dis-

tributions on Z, then � satisfies axioms 1, 2, and 3 if and only if there is a function u : Z → R such

that

p � q ⇔ Ep[u(z)] ≥ Eq [u(z)].

Thus, we can preserve the theorem from the previous section by restricting ourselves to simple

probability distributions. Note that X is still a convex set, as any convex combination of simple

probability distributions will also be a simple probability distribution.

2.3.2.3 Nonsimple Probability Distributions

With additional axioms, it is possible to prove a theorem similar to the previous theorem

even when nonsimple probability measures are included. Unfortunately, some of the additional

axioms are quite technical. It is much more straightforward to reintroduce the assumption of

continuity.

Let us recall the definition of continuity, specified slightly to the case when X is a set of

probability distributions, instead of an arbitrary set.

Definition 6. The binary relation � on X is continuous if for all sequences {pn} from X such that

pn → p: (1) pn � q for all n implies that p � q , and (2) q � pn for all n implies that q � p.

Note that the convergence in this definition is now a convergence of probability distribu-

tions as opposed to convergence in an arbitrary separable metric space. If you are mathematically

inclined, then you may recall that there are several different notions of convergence of a random

sequence. These include sure convergence, almost sure convergence, mean square convergence,

convergence in probability, and convergence in distribution. Convergence in distribution is more

commonly known as “convergence in the weak topology” or “weak convergence” because it is
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implied by most other defined notions of probabilistic convergence. It is this “weak convergence”

that is of interest to us here.

Definition 7. A sequence of probability distributions {pn} is said to converge to p in the weak

topology if for every bounded continuous function f : Z → R, Epn
[ f (z)] → Ep[ f (z)].

With this definition, we can now define continuity in the weak topology:

Definition 8. The binary relation � on X is continuous in the weak topology if for all sequences

{pn} from X such that pn converges to p in the weak topology: (1) pn � q for all n implies that p � q ,

and (2) q � pn for all n implies that q � p.

And this is the critical definition to extending our previous theorem to the space of all (Borel)

probability distributions on Z. (If you do not know what the space of all Borel probability

distributions is, then suffice to say that it contains every probability distribution that an engineer

will ever encounter!)

Theorem 8. A binary relation � on X, the space of all Borel probability distributions on Z, satisfies

axiom 1 and axiom 2 and is continuous in the weak topology if and only if there exists a utility function

u : Z → R such that

1. p � q ⇔ Ep[u(z)] ≥ Eq [u(z)],

2. u is a continuous function, and

3. u is a bounded function.

Note that continuity in the weak topology has replaced the Archimedean axiom in our theorem.

This is not surprising, as we have already noted that continuity implies the Archimedean axiom.

Also note that our theorem has given us a utility function u that is not only continuous but

also bounded. This can actually be somewhat troublesome in real applications, where the most

obvious utility functions are often unbounded. Yet our theorem indicates that an unbounded

utility function must imply violation of Axiom 1, Axiom 2, or continuity in the weak topology.

In fact, it is the continuity in the weak topology that is violated by unbounded utility functions.

The easy way around this problem is to restrict Z to a compact set. In other words, we might

restrict our consideration to some maximum attainable signal-to-noise ratio or data rate.

On a more pragmatic note, though, our interest in this chapter is primarily in knowing

when it is possible to represent a preference relation with expected utility, rather than the other

way around. What we have seen is that Axioms 1, 2, and 3 are necessary for the existence of an

expected utility representation, but that they are not sufficient if we want to consider the space

of all Borel probability distributions. On the other hand, Axiom 1, Axiom 2, and continuity in
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the weak topology are sufficient for the existence of a continuous expected utility representation,

but that continuity in the weak topology is not necessary, unless you want to ensure that your

utility function is bounded. A slightly stronger result, telling us exactly what is required for a

continuous (but not necessarily bounded) expected utility relation would be nice, but we have

come as far as we can come without delving significantly deeper into mathematical complexity.

The level of understanding that we have obtained should be sufficient for our purposes.

2.3.2.4 Uniqueness

There is one more thing that we can say about the utility functions described in this section:

they are unique up to a linear transformation. Let us make this claim formal.

Theorem 9. If u : Z → R represents the binary relation � on X, a set of probability distributions

on Z, in the sense that p � q ⇔ Ep[u(z)] ≥ Eq [u(z)], then v : Z → R is another function that

also represents � in the same sense if and only if there exist real numbers a > 0 and b such that

v(z) = au(z) + b for all z ∈ Z.

The proof is left as an exercise to the reader. Proving that the existence of a and b

guarantees that v represents the same preferences as u is quite obvious, once you recall that

expectation, E[·], is a linear operator. The proof in the other direction is more challenging and

makes careful use of the Archimedean axiom.

Utility functions in the previous section were unique up to a strictly increasing transforma-

tion. Since these utility functions reflect only the ordering of the outcomes, they are sometimes

called ordinal utility functions. In this section, the utility functions are more precisely specified,

as they are unique up to a linear (or affine) transformation. These utility functions represent

not only the ordering of the outcomes in Z but also the ordering over probability distributions

in X. These utility functions are known as cardinal utility functions.

2.4 OTHER VISIONS OF EXPECTED UTILITY
REPRESENTATIONS

There exist visions of expected utility representations beyond those provided by von Neumann

and Morgenstern. A significant weakness of von Neumann and Morgenstern is that the prob-

abilities provided must be objective measures of probability. In the real world, many “lotteries”

that we encounter require a subjective evaluation of probability: What is the probability that

the approaching Corvette driver will run the red light? What is the probability that I will lose

my job this year? What is the probability that I will receive a vast inheritance from a long

lost uncle? In the context of wireless networks, nodes may not have an objective measure of

the probabilities involved. What is the probability that a cell phone call made right now in

my current location will be dropped? What is the probability that the wireless network in this
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coffee shop can support my videoconferencing application during the busiest hour of the day?

Nodes may have estimates of these probabilities, but they certainly do not have objective values

for them.

The key question for decision theorists is whether or not people behave as if they were

maximizing expected utility, even in circumstances where objective probabilities are not available.

The two major frameworks addressing this question are associated with the names of Savage [34]

and Anscombe-Aumann [35].

Without going into detail regarding the two models or the differences between them,

suffice to say that under mostly reasonable, but sometimes debatable, assumptions on prefer-

ences, players will behave as if they are maximizing an expected utility, even when objective

probabilities are not available. The meaning of this result for us is that programming our wireless

nodes to estimate probabilities and then attempt to maximize expected utilities should result

in node behavior that mimics rationality (provided that the probability estimates and utility

functions are reasonable).

We close this chapter, though, by describing the Ellsberg Paradox, which illustrates a

failure of the subjective probability approach [36]. Suppose that I show you a large barrel in

which I tell you that there are 300 balls, all identical except for color, exactly 100 of which are

red. Further more, I tell you that the remaining 200 balls are each either yellow or blue. I am

prepared to draw one ball from the urn. I then offer you the following choices.

First, you are asked to choose between (A) a lottery ticket which will give you $1000 if

the ball drawn is yellow or blue and (B) a ticket which will give you $1000 if the ball drawn is

red or blue. Next, I ask you to choose between (C) a ticket which will give you $1000 if the ball

drawn is red and (D) a ticket which will give you $1000 if the ball drawn is yellow.

The vast majority of surveyed participants (including famous economists!) will choose

A over B and will choose C over D. But choosing A over B implies that one thinks that the

probability of yellow or blue is greater than the probability of red or blue. Now, the probability

of yellow or blue is known to be 2/3, and the probability of red is known to be 1/3. Thus

ticket A will win with probability 2/3 and ticket B will win with probability 1/3 + P[blue]. So,

preferring A over B suggests that you believe that P[blue] < P[red] = 1/3 < P[yellow]. But

choosing C over D implies that you believe that P[red] = 1/3 > P[yellow]. Obviously, this is

a contradiction.

The contradiction comes from the fact that people have a natural inclination to prefer

known prospects (as given by a choice of yellow/blue with known probability of 2/3 or a choice

of red with known probability 1/3) to unknown prospects (as with yellow or red/blue). Now, it

seems entirely sensible to expect that our wireless agents should also prefer known to unknown

prospects. But, as the Ellsburg paradox shows, this is impossible if we program those agents to

make decisions solely on the basis of expected utility.
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2.5 CONCLUSION
In this chapter, we have examined the basic results of decision theory. This theory is foundational

to economics and seeks to answer the question: When can we represent an agent’s preferences

mathematically? In this chapter, we have tried to focus on this subject insofar as it has relevance

to autonomous agents in a wireless network. Although the original theory deals primarily

with human decision making, we stress that some concerns are different when considering the

decisions of programmed agents.

Now that we know what it means to assume that a player has a utility function, we

are prepared to deal formally with game theory itself. In many applications of game theory,

researchers are called upon to make certain assumptions about utility functions. With this

chapter as a starting point, we encourage you to consider those assumptions critically by thinking

about what such an assumption might mean to the underlying preferences.
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C H A P T E R 3

Strategic Form Games

Now that we have seen how preference relationships can be expressed as utility functions, we are

ready to formally set up a game in strategic form. The process is similar to setting up a classical

optimization problem. As in traditional optimization, there is a function that we are trying to

maximize: the utility function. What is different here is that one network participant’s decisions

(for instance, a parameter that can be set independently by each node) potentially affects the

utility accrued by everyone else in the network.

In this chapter, we give the mathematical definition of a strategic form game, discuss

solution concepts such as the iterative deletion of dominated strategies and the Nash Equilib-

rium, and provide some discussion of when Nash equilibria exist. We introduce the notion of

mixed strategies and prove the existence of mixed strategy equilibria in finite games. Finally, we

provide examples of how certain networking problems such as flow control and pricing can be

formulated as strategic form games.

3.1 DEFINITION OF A STRATEGIC FORM GAME
This section presents the definition of a strategic form game. We use a simple peer-to-peer file

sharing example to illustrate the definition.

A game consists of a principal and a finite set of players N = {1, 2, . . . , N}. The principal

sets the basic rules of the game, and each of the players i ∈ N selects a strategy s i ∈ Si with the

objective of maximizing her utility ui . While the individual strategies might more generally be

represented as a vector, the majority of our examples concern the setting of a single parameter by

a network node, and in the interest of simplicity we denote s i as a scalar. Consider, for instance,

a game to represent the pricing of network resources. The network provider is the principal,

who sets prices for various levels of network service, and the users (or applications, or flows) are

the players, who decide what grade of service to utilize.

In this book we focus on the class of noncooperative games, where each player selects

her strategies without coordination with others. The strategy profile s is the vector containing

the strategies of all players: s = (s i )i∈N = (s1, s2, . . . , sN). It is customary to denote by s−i the

collective strategies of all players except player i . The joint strategy space (or the space of strategy



P1: IML/FFX P2: IML

MOBK014-03 MOBK014-MacKenzie-v1.cls February 20, 2006 17:35

30 GAME THEORY FOR WIRELESS ENGINEERS

profiles) is defined as the Cartesian product of the individual strategy spaces: S = ×i∈NSi.

Similarly, S−i = × j∈N, j �=i Sj.

Finally, the utility function characterizes each player’s sensitivity to everyone’s actions. It

is therefore a scalar-valued function of the strategy profile: ui (s) : S → R.

For the sake of concreteness, let us consider a game of resource sharing, such as might

arise in peer-to-peer networks. In peer-to-peer networks, there may be free-riders, who take

advantage of files made available by others but never contribute to the network. Clearly, if all

users decide to free-ride, the system will not work because no one will make any files available to

other users. Modeling these networks in a game theoretic sense allows us to better understand

the incentive structures needed to support resource sharing. In our simple model, each player i

can decide whether to share her resources with others (we denote that strategy as s i = 1) or to

refrain from sharing (s i = 0). The joint strategy space is S = {0, 1}N. Let us assume the cost

for each user of making her own resources available for sharing to be 1.5 units, and that the

user benefits by 1 unit for each other user in the network who decides to make her resources

available (the values of cost and benefit are chosen arbitrarily and turn out not to affect the

expected outcome of the game as long as those values are positive). For N = 3, this game can

be represented in strategic form in Table 3.1, showing the utilities of each player for every

possible strategy profile (note that the number of players was chosen for ease of visualization,

although all of the discussion here applies for any N > 1). A reasonable question is which of

these joint actions is the most likely outcome of the game; we treat that question in the next

sections. Note that the strategy profile that maximizes the aggregate utility, a possible indication

of social welfare from the network point of view, is (1,1,1). It is not clear, though, that there are

intrinsic incentives for players to arrive at that strategy. As you may expect, we are interested in

determining the likely outcome of this type of game.

We now tackle the question of how to determine the likely outcome of the game. First,

we apply the concept of iterative deletion of dominated strategies. For some games, this will be

a sufficient predictor of the outcome of the game. Next, we consider the most common game

TABLE 3.1: Strategic form Representation of a Game of Resource Sharing with Three Players.

The Numbers in Parentheses Represent the Utilities Accrued by Players 1, 2, and 3, Respectively,

for Each Possible Strategy Profile

s2 = 0 s2 = 1 s2 = 0 s2 = 1

s1 = 0 (0,0,0) (1,−1.5,1) s1 = 0 (1,1,−1.5) (2,−0.5,−0.5)

s1 = 1 (−1.5,1,1) (−0.5,−0.5,2) s1 = 1 (−0.5,2,−0.5) (0.5,0.5,0.5)

s3 = 0 s3 = 1
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theoretic solution concept: the Nash equilibrium. It can be shown that every finite strategic-form

game has a mixed-strategy Nash equilibrium.

3.2 DOMINATED STRATEGIES AND ITERATIVE DELETION
OF DOMINATED STRATEGIES

This section presents the most basic notion of “rational play”—the notion of dominated strate-

gies and the iterated deletion of dominated strategies.

In some games it is possible to predict a consistent outcome based on decisions a rational

player would make. While there is no common technique that is guaranteed to arrive at a

solution for a general game (when such a solution exists), some games can be solved by iterated

dominance. Iterated dominance systematically rules out strategy profiles that no rational player

would choose.

Let us now consider the game in Table 3.2. Player 1 can choose between moving to the

left, to the right, or staying in the middle (S1 = {L, M, R}), while player 2 can choose between

moving to the left and moving to the right (S2 = {L, R}). Notice that, regardless of what player

2 does, it is never a good idea for player 1 to select s1 = R: we say that this strategy is (strictly)

dominated by the other two strategies in player 1’s strategy set. Assuming, as always, that player

1 is rational, we can eliminate that row from our considerations of the likely outcome of this

game. Once we do that, we notice that strategy s2 = R dominates strategy s2 = L, and therefore

it is reasonable for player 2 to select the former. Finally, if player 2 selects strategy s2 = R, we

expect player 1 to select s1 = M. By iterative deletion of dominated strategies, we predict the

outcome of this game to be strategy profile (M,R).

We can now proceed with a more formal definition of dominated strategies and iterative

deletion of dominated strategies:

Definition 9. A pure strategy s i is strictly dominated for player i if there exists s ′
i ∈ Si such that

ui (s
′
i , s−i) > ui (s i , s−i) ∀ s−i ∈ S−i. Furthermore, we say that s i is strictly dominated with respect

to A−i ⊆ S−i if there exists s ′
i ∈ Si such that ui (s

′
i , s−i) > ui (s i , s−i) ∀ s−i ∈ A−i.

TABLE 3.2: Left/Middle/Right Game: An Illustration

of Dominated Strategies.

s2 = L s2 = R

s1 = L (1,1) (0.5,1.5)

s1 = M (2,0) (1,0.5)

s1 = R (0,3) (0,2)
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Using these definitions, we define notation for the undominated strategies with respect

to A−i available to player i :

Di(A−i) = {s i ∈ Si|s i is not strictly dominated with respect to A−i}.
We next define notation for the undominated strategy profiles with respect to a set of strategy

profiles A ⊆ S:

D(A) = ×i∈NDi(A−i).

The term D(S) represents the set of all strategy profiles in which no player is playing a dominated

strategy. Likewise, D2(S) = D(D(S)) represents the set of all strategy profiles in which no player

is playing a strategy that is dominated with respect to the set of undominated strategy profiles

D(S). The sets D3(S), D4(S), . . . are similarly defined, and it can be shown that . . . ⊆ D4(S) ⊆
D3(S) ⊆ D2(S) ⊆ D(S).

The set D∞(S) = limk→∞ Dk(S) is well defined and nonempty. This set is known as the

set of serially undominated strategy profiles, or, more colloquially, as the set of strategy profiles

that survive the iterated deletion of dominated strategies.

This set is the first approximation to a “solution” to the game, as it is clear that if rational, in-

trospective players are playing the game, they should not play a strategy that would be eliminated

by the iterated deletion of dominated strategies. Unfortunately, for some very well known games

D∞(S) may be equal to S, yielding no predictive power whatsoever! (The paper–scissors–rock

game in the next section is an example of such a game.) Hence, we need a stronger predictive no-

tion. We therefore move to the broader concept of Nash equilibria, while noting that every Nash

equilibrium (in pure strategies) is a member of the set D∞(S). First, though, we introduce mixed

strategies.

3.3 MIXED STRATEGIES
This section defines the concept of mixed strategies.

Thus far, we have been assuming that each player picks a single strategy in her strategy

set. However, an alternative is for player i to randomize over her strategy set, adopting what is

called a mixed strategy. For instance, in the file sharing example, a player could decide to share

her files with some probability 0 < p < 1.

We denote a mixed strategy available to player i as σi . We denote by σi (s i ) the probability

that σi assigns to s i . Clearly,
∑

s i ∈Si
σi (s i ) = 1. Of course, a pure strategy s i is a degenerate case

of a mixed strategy σi , where σi (s i ) = 1.

The space of player i ’s mixed strategies is �i. As before, a mixed strategy pro-

file σ = (σ1, σ2, . . . , σN) and the Cartesian product of the �i forms the mixed strategy

space �. We note that the expected utility of player i under joint mixed strategy σ is
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TABLE 3.3: Strategic form Representation of Paper–Scissors–Rock Game

s2 = Paper s2 = Rock s2 = Scissors

s1 = Paper (0,0) (1,−1) (−1,1)

s1 = Rock (−1,1) (0,0) (1,−1)

s1 = Scissors (1,−1) (−1,1) (0,0)

given by

ui (σ ) =
∑
s∈S

(
N∏

j=1

σ j (s j )

)
ui (s). (3.1)

Following terminology adopted in the context of random variables, it is convenient to

define the support of mixed strategy σi as the set of pure strategies to which it assigns positive

probability: supp σi = {s i ∈ Si : σi (s i ) > 0}.
There are numerous games where no pure strategy can be justified (more precisely, where

there are no equilibria in pure strategies), and where the logical course of action is to randomize

over pure strategies. Let us take as an example the well-known paper–scissors–rock game,

whose strategic form representation is shown in Table 3.3. Following tradition, a rock will

break scissors, scissors cut paper, and paper wraps rock. The logical strategy for this game,

time-tested in playgrounds all over the world, is to randomize among the three pure strategies,

assigning a probability of 1
3

to each.

We now tackle the question of how to determine the likely outcome of the game. In some

cases, the concept of iterative deletion of dominated strategies will be a sufficient predictor of

the outcome of the game. For most games, though, we will want a sharper prediction. Next,

then, we consider the most common game-theoretic solution concept: The Nash equilibrium.

3.4 NASH EQUILIBRIUM
This section presents the most well-known equilibrium concept in game theory—the Nash

equilibrium. Equilibria are found for the example games from earlier sections. We also discuss

the shortcomings of the Nash equilibrium—the most glaring of which is the fact that it is almost

impossible to justify why players in a real game would necessarily play such an equilibrium.

The Nash equilibrium is a joint strategy where no player can increase her utility by

unilaterally deviating. In pure strategies, that means:

Definition 10. Strategy s ∈ S is a Nash equilibrium if ui (s) ≥ ui (ŝ i , s−i) ∀ ŝ i ∈ Si,

∀ i ∈ N.
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An alternate interpretation of the definition of Nash equilibrium is that it is a mutual

best response from each player to other players’ strategies. Let us first define the best-reply

correspondence for player i as a point-to-set mapping that associates each strategy profile s ∈ S

with a subset of Si according to the following rule: Mi(s) = {arg maxŝ i ∈Si
ui (ŝ i , s−i)}. The best-

reply correspondence for the game is then defined as M(s) = ×i∈NMi(s).

We can now say that strategy s is a Nash equilibrium if and only if s ∈ M(s). Note that

this definition is equivalent to (and, indeed, a corollary of ) Definition 10.

What are the Nash equilibria for our previous three examples? Let us start with the

resource sharing example in Table 3.1. Joint strategy (0,1,0) is not an equilibrium because player

2 can improve her payoff by unilaterally deviating, thereby getting a payoff of 0 (greater than

−1.5). Systematically analyzing all eight possible joint strategies, we can see that the only one

where no player can benefit by unilaterally deviating is (0,0,0). This is the only Nash equilibrium

for this game. Note that joint strategy (1,1,1) would yield higher payoff than strategy (0,0,0)

for every player; however, it is not an equilibrium, since each individual player would benefit

from unilaterally deviating. The Nash equilibrium for this game is clearly inefficient, a direct

result of independent decisions without coordination among players. Readers who are familiar

with basic concepts in game theory will recognize our example of resource sharing as a version

of the famous Prisoner’s Dilemma [37].

For the example in Table 3.2, iterative deletion of dominated strategies has yielded the

unique Nash equilibrium for that game. As discussed before, the paper–scissors–rock admits no

Nash equilibrium in pure strategies, but there is an equilibrium in mixed strategies. We must

therefore refine our discussion of Nash equilibrium to account for the possibility that a mixed

strategy may be the equilibrium.

3.4.1 Dealing with Mixed Strategies

Let us generalize the previous discussion by taking into consideration mixed strategies. We

begin by revisiting the concept of best reply:

Definition 11. The best reply correspondence in pure strategies for player i ∈ N is a correspon-

dence ri : � →→ Si defined as ri(σ ) = {arg maxs i ∈Si
ui (s i , σ−i)}.

This definition describes a player’s pure strategy best response(s) to opponents’ mixed

strategies. However, it is possible that some of a player’s best responses would themselves be

mixed strategies, leading us to define:

Definition 12. The best reply correspondence in mixed strategies for player i ∈ N is a corre-

spondence mri : � →→ �i defined as mri(σ ) = {arg maxσi ∈�i
ui (σi , σ−i)}.
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Not surprisingly, these two definitions are related. It can be shown [38] that σ̂i is a best

reply to σ−i if and only if supp σ̂i ⊂ ri(σ ).

We can now expand on our previous definition of Nash equilibrium to allow for mixed

strategy equilibria:

Definition 13. A mixed strategy profile σ ∈ � is a Nash equilibrium if ui (σ ) ≥ ui (s i , σ−i) ∀ i ∈
N, ∀ s i ∈ Si.

Finally, we note that σ is a Nash equilibrium if supp σi ⊂ ri (σ ) ∀i ∈ N.

3.4.2 Discussion of Nash Equilibrium

The Nash equilibrium is considered a consistent prediction of the outcome of the game in the

sense that if all players predict that a Nash equilibrium will occur, then no player has an incentive

to choose a different strategy. Furthermore, if players start from a strategy profile that is a Nash

equilibrium, there is no reason to believe that any of the players will deviate, and the system

will be in equilibrium provided no conditions (set of players, payoffs, etc.) change. But what

happens if players start from a nonequilibrium strategy profile? There may still be a process

of convergence to the Nash equilibrium which, when reached, is self-sustaining. Establishing

convergence properties for some of the games we study may be of crucial importance. (We

tackle this issue in Chapter 5.) More troubling is the case where multiple Nash equilibria exist:

is one of them a more likely outcome of the game than others? Are we assured to converge to

any of them? Furthermore, a Nash equilibrium may be vulnerable to deviations by a coalition

of players, even if it is not vulnerable to unilateral deviation by a single player.

Despite its limitations, the Nash equilibrium remains the fundamental concept in game

theory. Numerous refinements to this concept have been proposed, and we will discuss some of

those in the context of repeated games in the next chapter.

In general, the uniqueness or even existence of a Nash equilibrium is not guaranteed;

neither is convergence to an equilibrium when one exists. Sometimes, however, the structure

of a game is such that one is able to establish one or more of these desirable properties, as we

discuss next.

3.5 EXISTENCE OF NASH EQUILIBRIA
This section discusses some of the key results on the existence of a Nash Equilibrium. In

particular, we describe the proof for the existence of Nash equilibria for finite games (finite

number of players, each of which with a finite strategy set), and we briefly present an existence

result for infinite games with continuous payoffs. The section also provides the reader with a

general approach to proving equilibrium existence: fixed point theorems.
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FIGURE 3.1: Illustration of fixed points: (a) for a function; (b) for a correspondence

As fixed point theorems are key to establishing the existence of a Nash equilibrium, we

start by reviewing the concept of a fixed point:

Definition 14. Consider a function with identical domain and range: f : X → X. We say that

x ∈ X is a fixed point of function f if f (x) = x.

This definition can be generalized to apply to point-to-set functions (i.e., correspon-

dences):

Definition 15. Consider a correspondence that maps each point x ∈ X to a set φ(x) ⊂ X. Denote

this correspondence by φ : X →→ X. We say x is a fixed point of φ if x ∈ φ(x).

We illustrate fixed points for a function and for a correspondence in Fig. 3.1. How do

fixed points relate to Nash equilibria? Consider that player i ’s best response in mixed strategies,

mri(σ ). Let us define mr(σ ) as the Cartesian product of the mri(σ ). Then, by the definition

of the Nash equilibrium as a mutual best response, we see that any fixed point of mr is a Nash

equilibrium. Even more, any Nash equilibrium is a fixed point of mr.

Before we proceed, we need one more definition.

Definition 16. A correspondence φ from a subset T of Euclidean space to a compact subset V of

Euclidean space is upper hemicontinuous at point x ∈ T if xr → x, yr → y, where yr ∈ φ(xr ) ∀ r ,

implies y ∈ φ(x). The correspondence is upper hemicontinuous if it is upper hemicontinuous at every

x ∈ T.

The well-known proof of the existence of a Nash equilibrium that we present here utilizes

Kakutani’s fixed point theorem, which can be stated as:
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Theorem 10 (Kakutani). Let X ⊂ Rm be compact and convex. Let the correspondence φ : X →→ X

be upper hemicontinuous with nonempty convex values. Then φ has a fixed point.

To prove that every finite strategic-form game has a Nash equilibrium, we must there-

fore prove that � is compact and convex and that the best reply correspondence mr is upper

hemicontinuous with nonempty convex values. Let us do this in several steps.

Lemma 3. � is compact and convex.

Proof. The Cartesian product of compact, convex sets is compact and convex, so it suffices to

show that all �i, i ∈ N, exhibit these properties.

It should be clear that �i is closed and bounded, and therefore compact. It is also quite

simple to show its convexity.

We can think of σi as a vector associating probabilities σ
j

i , j = 1, 2, . . . , |Si| to each pure

strategy s i ∈ Si. Note that |X| denotes the cardinality of set X. Any |Si|-dimensional vector

with the following properties belongs to �i:

1. σ
j

i ≥ 0 for all j ∈ {1, 2, . . . , |Si|};
2.

∑|Si|
j=1 σ

j
i = 1.

Now take mixed strategies αi, βi ∈ �i and some 0 ≤ λ ≤ 1 and form:

λαi + (1 − λ)βi = (λα1
i + (1 − λ)β1

i , . . . , λα
|Si|
i + (1 − λ)β

|Si|
i )

It is clear that λα
j
i + (1 − λ)β

j
i ≥ 0 ∀ j . Also,

|Si|∑
j=1

λα
j
i + (1 − λ)β

j
i = λ

|Si|∑
j=1

α
j
i + (1 − λ)

|Si|∑
j=1

β
j

i = λ + (1 − λ) = 1

Thus, λαi + (1 − λ)βi ∈ �i, making �i convex. �

Next we must show that mr is convex: we accomplish this by showing mri to be convex,

making mr, the Cartesian product, also convex.

Lemma 4. Let mr(σ ) = ×i∈Nmri(σ ). The correspondence mr(σ ) is nonempty and convex.

Proof. When Si is finite and nonempty for all i ∈ N, the best reply mapping mri �= ∅ and

therefore mr �= ∅.
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Consider, for player i , two mixed strategies αi , βi ∈ mri(σ ), and take 0 < λ < 1. To show

that mri is convex, we must show that λαi + (1 − λ)βi ∈ mri(σ ). Notice that

ui (λαi + (1 − λ)βi , σ−i) =
∑
s∈S

N∏
j=1

σ j (s j )ui (s )

=
∑
s∈S

(λαi (s i ) + (1 − λ)βi (s i ))
N∏

j=1, j �=i

σ j (s j )ui (s )

= λ
∑
s∈S

αi (s i )
N∏

j=1, j �=i

σ j (s j )ui (s )

+(1 − λ)
∑
s∈S

βi (s i )
N∏

j=1, j �=i

σ j (s j )ui (s )

= λui (αi , σ−i) + (1 − λ)ui (βi , σ−i)

So, if αi and βi are both best responses to σ−i, then so is their weighted average. �

Finally, we must show that mr(σ ) is upper hemicontinuous. Let us now propose the

following lemma; the proof follows that presented in [38].

Lemma 5. The correspondence mr is upper hemicontinuous.

Proof. We will proceed by contradiction. Take sequences of pairs of mixed strategies

(σ k, σ̂ k) → (σ, σ̂ ) such that for all k = 1, 2, . . ., σ̂ k ∈ mr(σ k) but σ̂ /∈ mr(σ ).

Since σ̂ is not a best response to σ , then for some i ∈ N, ∃ σ̄i ∈ �i such that

ui (σ̄i , σ−i) > ui (σ̂i, σ−i).

Because σ k → σ , and thus σ k
−i → σ−i, we can find k sufficiently large to make ui (σ̂

k
i , σ k

−i)

arbitrarily close to ui (σ̂i , σ−i). So, for large enough k:

ui (σ̄i , σ
k
−i) > ui (σ̂

k
i , σ k

−i),

which establishes a contradiction, as σ̂ k
i is a best response to σ k

−i. Thus, mr must be upper

hemicontinuous. �

The three lemmas above, combined with Kakutani’s fixed point theorem, establish the

following theorem:

Theorem 11 (Nash). Every finite game in strategic form has a Nash equilibrium in either mixed

or pure strategies.

The existence of equilibria can also be established for some classes of game with infinite

strategy spaces. The procedure is usually analogous to the one followed above, starting from



P1: IML/FFX P2: IML

MOBK014-03 MOBK014-MacKenzie-v1.cls February 20, 2006 17:35

STRATEGIC FORM GAMES 39

one of several fixed point theorems. An example of such a theorem which can be proved with

the Kakutani fixed point theorem already stated is the following, attributed independently to

Debreu, Glicksburg, and Fan in [1].

Theorem 12. Consider a strategic-form game with strategy spaces Si that are nonempty compact

convex subsets of an Euclidean space. If the payoff functions ui are continuous in s and quasi-concave

in s i , there exists a Nash equilibrium of the game in pure strategies.

The proof of this theorem is similar to that of the theorem due to Nash, described above.

We construct a best reply correspondence in pure strategies for the game, and we show that

the compactness of the action spaces and continuity of the utility functions guarantees that

this correspondence is nonempty and upper hemicontinuous. Then, we show that the quasi

concavity of the utility functions guarantees that the correspondence is convex valued. Finally,

we can apply Kakutani’s theorem.

3.6 APPLICATIONS
In this section, we provide examples of some networking problems that can be modeled as

strategic form games.

3.6.1 Pricing of Network Resources

In networks offering different levels of quality of service (QoS), both network performance

and user satisfaction will be directly influenced by the user’s choices as to what level of service

to request. Much work has been devoted to designing appropriate pricing structures that will

maximize network profitability or some social welfare goal such as the sum of users’ payoffs.

Since each user’s choice of service may be influenced not only by the pricing policy but also by

other users’ behavior, the problem can naturally be treated under a game-theoretic framework,

in which the operating point of the network is predicted by the Nash equilibrium. One such

formulation is briefly described here (for more details, the reader should refer to [39]).

Pricing can be treated as a game between a network service provider (the principal) and a

finite set of users or traffic flows (the players). Different users or flows may have different QoS

requirements, and each user must choose what level of service to request among all service classes

supported by the network: this choice is the user’s strategy si. For instance, in priority-based

networks, a strategy may be the priority level a user requests for her traffic; in networks that

support delay or data rate guarantees, a strategy may be the minimum bandwidth to which a

user requests guaranteed access. The tradeoff, of course, is that the higher the level of service

requested the higher the price to be paid by the user. QoS-guaranteed flows are accepted as long

as the network is capable of supporting users’ requested service. The network service provider
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architects the Nash equilibria by setting the rules of the game: the pricing structure and the

dimensioning of network resources.

A user’s payoff is determined by the difference between how much a user values a given

QoS level and how much she pays for it. The maximization of this payoff, given all other users’

service choices, will determine the optimum strategy to be adopted by each user.

To see that each individual player’s strategy is impacted by all others’ strategies, we

can consider a network where service differentiation is accomplished solely through priority

schemes. In this situation, when all users are assigned the highest priority, they will individually

experience the same performance as if they had all been assigned the lowest priority. In networks

supporting resource reservation, similar interdependencies occur.

The weakest link in this kind of formulation, as is often the case, is in the determination of

the utility function. It would be difficult, if not impossible, for a network provider to assess user

sensitivity to different levels of performance. Nevertheless, it is possible to obtain some results

regarding properties of the Nash equilibrium for the game formulated above, under some general

conditions on the utility function. For instance, it is reasonable to assume ui to be monotonic in

each of its variables. We would expect utility to monotonically decrease with QoS parameters

such as average delay and packet loss ratio, as well as with cost, and monotonically increase

with the amount of bandwidth and buffer space available to users. (We also note that strict

monotonicity is not likely, since there may be a point beyond which further increases in QoS or

available resources may not yield additional benefit to the user.) Also, ui might reasonably be

assumed to be concave in each of its variables, following a diminishing returns argument. We

expect a user’s marginal utility to decrease with QoS: the better the quality, the less the user is

willing to pay for further improvement.

Results regarding the existence and uniqueness of the Nash equilibrium for the game

described above, as well as an analysis of Nash equilibria for specific types of networks sup-

porting QoS differentiation, can be found in [39]. Numerous other authors also apply game

theory to the problem of network pricing. Cocchi et al. [40] study customer decisions in a

two-priority network where a fixed per-byte price is associated with each priority class. They

determine that class-sensitive pricing can increase user satisfaction with the cost/benefit trade-

offs offered by the network. Lazar et al. [41] analyze a noncooperative game in which users

reserve capacity with the objective of minimizing some cost function. The authors discuss

properties of a Nash equilibrium under a dynamic pricing scheme where the price charged

per unit bandwidth depends on the total amount of bandwidth currently reserved by other

users.

More recent work has focused on pricing of wireless and ad hoc networks, such as in [42,

43].
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3.6.2 Flow Control

Flow control, wherein each user determines the traffic load she will offer to the network in order

to satisfy some performance objective, is another network mechanism that has been modeled

using game theory.

One of the earliest such models was developed in [44]. In that model, a finite number

of users share a network of queues. Each user’s strategy is the rate at which she offers traffic

to the network at each available service class, constrained by a fixed maximum rate and maxi-

mum number of outstanding packets in the network. The performance objective is to select an

admissible flow control strategy that maximizes average throughput subject to an upper bound

on average delay. The authors were able to determine the existence of an equilibrium for such

a system.
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C H A P T E R 4

Repeated and Markov Games

This chapter considers the concepts of repeated games and Markov games and takes a brief

dip into the waters of extensive form games. We illustrate these concepts through examples of

voluntary resource sharing in an ad hoc network, power control in cellular systems, and random

access to the medium in local area networks.

4.1 REPEATED GAMES
Repeated games are an important tool for understanding concepts of “reputation” and “punish-

ment” in game theory. This section introduces the setting of the repeated game, the strategies

available to repeated game players, and the relevant notions of equilibria.

In a repeated game formulation, players participate in repeated interactions within a

potentially infinite time horizon. Players must, therefore, consider the effects that their chosen

strategy in any round of the game will have on opponents’ strategies in subsequent rounds. Each

player tries to maximize her expected payoff over multiple rounds.

It is well known that some single-stage games result in Nash equilibria that are suboptimal

from the point of view of all players. This is true for the Prisoner’s Dilemma as well as for the

simple peer-to-peer resource sharing game outlined in the previous chapter. The same games,

when played repeatedly, may yield different, and possibly more efficient, equilibria. The key is

that each player must now consider possible reactions from their opponents that will impact

that player’s future payoffs. For instance, selfish behavior may be punished and free riders in the

resource sharing game may now have an incentive to make their resources available to others.

We will expand on this argument in our extended example.

Note that the assumption that the number of rounds is not known a priori to players is

often crucial. Otherwise, players may consider their optimal strategy in the last round of the

game and then work their way back from there, often arriving at the same equilibrium as for

the single stage game. (To be fair, there do exist formulations of finitely repeated games that

lead to a more efficient equilibrium than the stage game.)

Before we go any further, let us discuss the extensive form representation of a game, which

will be useful as we explore the refinements of the Nash equilibrium to treat games that are

played in multiple stages.



P1: IML/FFX P2: IML

MOBK014-04 MOBK014-MacKenzie-v1.cls February 20, 2006 17:36

44 GAME THEORY FOR WIRELESS ENGINEERS

4.1.1 Extensive Form Representation

For most of this book, we will stick to the strategic form representation of games. Sometimes,

however, it is convenient to express a game in extensive form.

A game in extensive form is represented as a tree, where each node of the tree represents

a decision point for one of the players, and the branches coming out of that node represent

possible actions available to that player. This is a particularly convenient way to represent games

that involve sequential actions by different players. At the leaves of the tree, we specify payoffs to

each player from following that particular path from the root. The extensive form representation

can also account for different information sets, which describe how much a player knows when

she is asked to select an action.

Note that any game in strategic form can also be represented in extensive form (and vice

versa). So, the extensive form representation does not necessarily imply that players’ actions are

taken sequentially.

Let us take, once again, the simple peer-to-peer resource game from Table 3.1 and express

it in extensive form in Fig. 4.1. As before, we do not assume that players’ actions are sequential,

but rather all three players make their decisions about sharing their files or not independently

and simultaneously. This is denoted in the figure as a circle containing all player 2 nodes, and

the same for all player 3 notes, representing that at the time of decision player 2 does not know

which node it is at (the same for player 3).

FIGURE 4.1: Extensive form representation of P2P file sharing game



P1: IML/FFX P2: IML

MOBK014-04 MOBK014-MacKenzie-v1.cls February 20, 2006 17:36

REPEATED AND MARKOV GAMES 45

FIGURE 4.2: Extensive form game example, with actions taken sequentially

What we have seen in the example is a graphical representation of information sets. An

information set is a collection of decision nodes that are under the control of the same player

and which the player is unable to distinguish from one another. In other words, if the player

reaches any of those nodes, she will not know which node she has reached.

Let us now construct an example of a sequential game where player’s actions are taken

sequentially: when player 2 selects her actions, she is aware of what action player 1 has taken.

Player 1 chooses between two directions (North and South) and, once she made her choice,

player 2 then chooses between two directions (East and West). Such a game is shown in both

extensive and strategic forms in Fig. 4.2.

The “strategies” available to players in repeated games (or in any extensive form game)

are significantly different from the strategies available in strategic form games. A strategy for

a player in an extensive form game is a rule that maps every possible information state into an

action that the player may take.

In our last example, player 1’s strategies can be simply stated as North or South. Player 2’s

strategies are more complex. One possible strategy is “move East if player 1 moves North but

move West if player 1 moves South”: this is denoted as strategy EW (the first letter specifies

what action player 2 will play if player 1 moves North, and the second letter player 2’s action

if player 1 moves South). While there are two possible strategies for player 1, there are four

strategies available to player 2. The notion of strategy here is strongly related to the information

set in which the player operates. What strategies are likely outcomes of this game?

4.1.2 Equilibria in Repeated Games

In addition to the basic notion of Nash equilibria, which can be applied to repeated games

virtually unmodified, this section introduces the “subgame perfect equilibrium”—a stronger

equilibrium concept that is extremely important in the literature on extensive form games.

Let us go back to the example in Fig. 4.2. Examination of the game in strategic form

reveals three Nash equilibria in pure strategies: (N,EE), (N,EW), and (S,WW). The Nash

equilibria is most easily determined by examining the game in strategic form to verify that
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no player can benefit from unilaterally deviating from those strategies. However, are all three

equilibria equally likely? In strategy (S,WW), player 2 threatens player 1 with moving West

regardless of player 1’s action. However, this threat is not credible, as whenever player 1 moves

North a rational player 2 should move East: this is sometimes called cheap talk from player 2. It

is desirable to have a definition of equilibrium for a repeated game that excludes strategies that

are based on empty threats.

This leads to a refinement of the concept of Nash equilibrium: the subgame perfect

equilibrium. To get there, let us first define a subgame.

Take a node x in an extensive form game �e . Let F(x) be the set of nodes and branches

that follow x, including x. A subgame is a subset of the entire game such that the following

properties hold:

1. the subgame is rooted in a node x, which is the only node of that information set;

2. the subgame contains all nodes y ∈ F(x); and

3. if a node in a particular information set is contained in the subgame, then all nodes in

that information set are also contained.

A proper subgame of �e is a subgame whose root is not the root of �e . Now, we are ready

to define subgame perfect equilibrium:

Definition 17. A subgame perfect equilibrium σ̂ of game �e is a Nash equilibrium of

�e that is also a Nash equilibrium for every proper subgame of �e .

Again, let us go back to the example in Fig. 4.2. There are two proper subgames for this

game: the subgames are rooted in each of the nodes belonging to player 2. There are three Nash

equilibria, but the reader can verify that the only subgame perfect equilibrium is (N,EW).

It should be clear from this example that, while every subgame perfect equilibrium is a

Nash equilibrium, the converse is not true.

Let us now introduce some notation for the modeling of repeated games in strategic

form.

4.1.3 Repeated Games in Strategic Form

After our brief foray into extensive form games, let us now express a repeated game in strategic

form. As before, N denotes the set of players. We will denote by Ai the set of actions available

to player i in each round of the game. We use the word action to emphasize that these refer to

decisions the player makes in a given round; this is to differentiate from strategy, which refers

to rules that map every possible information state the player can be in into an action. Again,
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A = ×i∈NAi and the action profile a = (ai )i∈N. Since a player can also randomize her actions,

it is convenient to define mixed action αi as a randomization of actions ai .

The payoff a player receives at a stage of the game, gi : A → R, is a function of the

action profile. We can collect stage payoffs into g (a) = (g1(a), . . . , g N(a)). The game � =
< N, A, {gi}i∈N > is referred to as the stage game.

We index the actions that players adopt in each round, and the resulting payoffs, by

the round number k, k ∈ {0, 1, 2, . . .}. In this manner, ak = (ak
1, ak

2, . . . , ak
N) is the action

profile in the k th stage of the game. We collect players’ actions up to stage k into a history

hk = (a0, a1, . . . , ak), k = 0, 1, 2, . . . , and Hk denotes the set of all possible histories up to

and including stage k. A pure strategy by player i now assigns an action to be taken in round k

to each possible history in the k − 1 preceding rounds.

Players strive to maximize their expected payoff over multiple rounds of the game. The

resulting payoff is often expressed as a sum of single-round payoffs, discounted by a value

0 ≤ δ < 1. In this manner, players place more weight on the payoff in the current round than

on future payoffs. The average discounted payoff can be expressed as

ui = (1 − δ)
∞∑

k=0

(δ)k gi (ak).

The (1 − δ) factor normalizes the average payoff to the same units as the payoff in a stage

game. That factor is suppressed if we are interested in the total payoff for the repeated game.

The repeated game is sometimes expressed as �r (δ), when one wishes to make it explicit that

the game is subject to discount factor δ.

We note that our simple formulation of repeated games presupposes that players’ actions

in round k are known to all players in round k + 1. This is clearly not true in many cases

of interest. Let us consider the other extreme: if nothing about opponents’ actions in round

k is known by players in round k + 1, then those actions will not affect players’ decisions in

subsequent rounds. There is, therefore, no reason to expect the equilibrium to differ from that

of the single stage game. There must, however, be some middle ground. Each player may not

be aware of her opponent’s exact actions in previous rounds but may have available to her some

signal that is correlated to those actions. This case is modeled by games of imperfect monitoring,

which we briefly discuss in Chapter 6.

It is time for a concrete example to illustrate how playing a game repeatedly may yield

payoffs that are more efficient than those supported in a single stage game.

4.1.4 Node Cooperation: A Repeated Game Example

Let us consider in more detail a game of voluntary resource sharing, where all nodes voluntar-

ily perform services directly for one another, helping achieve a network-wide goal. Examples
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include grid computing, as well as ad hoc, sensor, and peer-to-peer (P2P) networks. Resources

being shared may include processing and forwarding capabilities, storage, files, and data ag-

gregation. In many cases of interest, this sharing occurs in a distributed fashion, without a

centralized controlling entity.

Cooperation in such environments is often voluntary, with users perceiving some benefit

in contribution. For instance, grid computing may rely on users’ perception of contributing

to a worthy goal by making available their idle CPU cycles for scientific research. However,

there are also costs to participating in these environments. For instance, in an ad hoc or sensor

network, by forwarding packets for others a node may deplete its own limited energy resources.

As their costs outweigh the perceived benefit, users are less likely to volunteer their services,

potentially compromising the overall goals of the network. The example discussed in this section

is extended in [27].

Consider a repeated game played K times, where K is a geometrically distributed ran-

dom variable with parameter 0 < p < 1. We can write pk ≡ Prob[K = k] = p(1 − p)k, k =
0, 1, 2, . . . and therefore E[K ] = 1−p

p
. Note that as p → 1 the probability that there will be a

next round for the game approaches 0.

We consider homogeneous action spaces for all players Ai = {0, 1}, where 1 represents a

decision by a user to make her resources available for sharing, while 0 represents the decision

to refrain from sharing.

We postulate general properties of the utility function based on general, intuitive assump-

tions, without attempting to completely characterize such functions. In particular, we consider

a user’s payoff in round k to be the sum of two components: gi (ak) = αi (ak) + βi (ak).

Function αi (ak) = αi (
∑

j∈N, j �=i ak
j ) represents the benefit accrued by a player from her

opponents’ sharing their resources. We assume αi (0) = 0 and αi (ak) > 0 if ∃ j �= i such that

a j �= 0, as it is intuitive that a user will accrue positive benefit from others’ willingness to freely

perform services for her.

On the other hand, there are costs to sharing one’s own resources, and those costs are

represented by function βi (ak) = βi (a
k
i ). This function most often takes negative values, rep-

resenting the cost of participating in the network (such as faster depletion of a node’s energy

resources); however, occasionally it can be expressed as a positive number, if there exist financial

incentives for participation or if the user derives personal satisfaction in doing so. In either

case, we assume this part of the utility function to be dependent only on the node’s own chosen

action. Furthermore, either way, βi (0) = 0.

Consider a grim-trigger strategy adopted by each node: cooperate as long as all other nodes

share their resources; defect if any of the others have deviated in the previous round. The trigger

is activated when any one node decides to switch from the desired behavior (sharing resources)
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and is grim as the nodes do not switch their action back once the punishment (not sharing) is

initiated.

Let us consider any round of the game. If a player cooperates, the payoff she should expect

from that point forward is

[αi (N − 1) + βi (1)][1 +
∞∑

k=0

pk(1 − p)k] = αi (N − 1) + βi (1)

p
.

If, on the other hand, a player deviates, her expected payoff from that round on is simply

αi (N − 1). So, the grim trigger strategy is a Nash equilibrium (and, indeed, a subgame perfect

equilibrium) if the following inequality holds for all players i :

αi (N − 1) > − βi (1)

1 − p
.

The result is simple to interpret. When βi (1) > 0, i.e., when the benefit from cooperating

in a single round outweighs the cost of doing so, then, not surprisingly, it is always an equilibrium

to cooperate. More interestingly, when βi (1) < 0, representing a positive cost in cooperating,

then a socially optimum equilibrium is also sustainable, subject to the cost/benefit tradeoff

represented by the inequality above. Note that such an equilibrium is not sustainable in a single

stage game. What is different here is that the threat to defect by opponents makes it rational

to cooperate in each stage of the game, provided the player believes that the game will repeat

with a high probability.

In this formulation, we chose not to use discounted payoffs. However, the beliefs that a

game will be repeated is implicit in the characterization of the number of rounds as a random

variable.

This type of formulation also applies to other network environments where nodes are ex-

pected to freely provide services for one another. For instance, in multiple-hop ad hoc networks,

nodes are expected to forward packets for their neighbors. The willingness to forward packets

may be impacted by the threat that refusal to do so will lead others to retaliate. The probability

p in our model above would then characterize the likelihood of interacting repeatedly with the

same nodes; it could, for instance, depend on node mobility.

This example has natural parallels with the Prisoner’s Dilemma, where in a single stage

game the only Nash equilibrium is Pareto dominated, but where the repetition of the game can

make the Pareto optimal strategy a sustainable equilibrium. However, are those payoffs the only

ones achievable in this sort of game? Alas, no. The folk theorems discussed next specify the set

of feasible payoffs.
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4.1.5 The “Folk Theorems”

This section explains the notion of a “folk theorem”—both as the term is usually used and as it

is used with respect to repeated games. We then discuss the most important folk theorem for

repeated games. We talk about the “good” aspects of this theorem—there are many equilibria

available—and the “bad” aspects—the notion of equilibrium is so watered down as to be almost

meaningless!

Folk theorems usually refer to results that are widely believed to be true and passed on

orally from generation to generation of theoreticians (hence, the “folk” part) long before they

are formally proven. In the context of game theory, the “folk theorems” establish feasible payoffs

for repeated games. While these may have originally been “folk theorems” in the conventional

sense, the term “folk theorem” is now used in game theory to refer to any theorem establishing

feasible payoffs for repeated games. That is to say that calling these theorems “folk theorems”

is actually a misnomer, as the theorems have been proven. For this reason, some authors refer

to these as general feasibility theorems. The designation of “folk” is colorful but somewhat

misleading and not particularly descriptive. Nevertheless, we have chosen to respect the game

theory convention by calling these feasibility theorems “folk theorems.”

Each folk theorem considers a subclass of games and identifies a set of payoffs that are

feasible under some equilibrium strategy profile. As there are many possible subclasses of games

and several concepts of equilibrium, there are many folk theorems. We will discuss only two.

Before introducing the folk theorems, we need to go through a series of definitions. We

start with the concept of feasible payoffs.

Definition 18. The stage game payoff vector v = (v1, v2, . . . , vN) is feasible if it is an element of

the convex hull V of pure strategy payoffs for the game:

V = convex hull {u | ∃ a ∈ A such that g (a) = u}.
Recall that the convex hull of a set S is the smallest convex set that contains S. Or, equivalently,

the convex hull of set S is the intersection of all convex sets that contain S.

Let us define the min–max payoff for player i :

Definition 19. The min– max payoff for player i is defined as

vi = minα−i∈�(A−i)maxαi ∈�(Ai)gi (αi , α−i)

The min–max payoff establishes the best payoff that each player can guarantee for herself,

regardless of others’ actions. It is therefore sometimes called the reservation payoff. Another way

to think of the min–max payoff is as the lowest payoff that player i ’s opponents can hold her

to by any choice of action a−i, provided that player i correctly foresees a−i and plays the best

response to it.
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It follows that in any Nash equilibrium of the repeated game, player i ’s payoff is at least

vi . We need one more definition before we can state a folk theorem:

Definition 20. The set of feasible strictly individually rational payoffs is

{v ∈ V | vi > vi ∀ i ∈ N}

A weak inequality in the definition above would define the set of feasible individually rational

payoffs, so called because a payoff vector where each player does not receive at least her min–max

payoff is clearly not sustainable.

We can now state one of the folk theorems:

Theorem 13. For every feasible strictly individually rational payoff vector v, ∃ δ < 1 such that

∀ δ ∈ (δ, 1) there is a Nash equilibrium of the game �r (δ) with payoffs v.

The intuition behind the folk theorem is that any combination of payoffs such that each

player gets at least her min–max payoff is sustainable in a repeated game, provided each player

believes the game will be repeated with high probability.

For instance, consider the punishment imposed on a player who deviates is that she will

be held to her min–max payoff for all subsequent rounds of the game. In this way, the short-

term gain by deviating is offset by the loss of payoff in future rounds. Of course, there may

be other, less radical (less grim) strategies that also lead to the feasibility of some of those

payoffs.

Let us outline a proof for the theorem. The proof will make use of the following identities,

true for δ ∈ [0, 1):

k2∑
t=k1

δt = δk1 − δk2+1

1 − δ

∞∑
t=k1

δt = δk1

1 − δ

Proof. Take a feasible payoff v = (v1, . . . , vN), with vi > vi ∀ i ∈ N and choose action profile

a = (a1, . . . , aN) such that g (a) = v. Consider the following threat: players will play action

ai until someone deviates; once a player deviates, all others will min–max that player for all

subsequent rounds. (Notice that due to the definition of Nash equilibrium, it suffices to consider

unilateral deviations.)

Can a player benefit from deviating? If player i deviates in round k, she will accrue some

payoff v̂i = maxâi
gi (âi , a−i) in that round and payoff vi thereafter. The average discounted
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payoff for that strategy is:

(1 − δ)

[
k−1∑
t=0

δtvi + δk v̂i +
∞∑

t=k+1

δtvi

]

= (1 − δ)

[
(1 − δk)

1 − δ
vi + δk v̂i + δk+1

1 − δ
vi

]
= (1 − δk)vi + δk[(1 − δ)v̂i + δvi ]

Of course, the average discounted payoff for not deviating is simply vi . The expression

above is less than vi if (1 − δ)v̂i + δvi < vi . Finally, since vi < vi , we are guaranteed to find

δ ∈ [0, 1) that makes the inequality true—we can always choose δ close enough to 1 to make

the second term of the sum dominate the first. �

The attentive reader will notice that we cheated on this proof, as a feasible payoff v may

require a randomization of actions in the stage game. A more complete proof that also takes

care of this can be found in [1].

The result above does not imply the subgame perfection of the strategies employed. A

weaker folk theorem addresses the issue of subgame perfect equilibria:

Theorem 14. Let there be an equilibrium of the stage game that yields payoffs e = (e i )i∈N. Then for

every v ∈ V with vi > e i for all players i , ∃ δ such that for all δ ∈ (δ, 1) there is a subgame-perfect

equilibrium of �r (δ) with payoffs v.

The good news from the folk theorems is that we discover that a wide range of payoffs

may be sustainable in equilibrium. The bad news is that, if a multiple (infinite!) number of

equilibria exist, what hope do we have of making a case that any particular equilibrium is a good

prediction of the outcome of the game without coordination among players?

4.2 MARKOV GAMES: GENERALIZING THE REPEATED
GAME IDEA

There is a very natural relationship between the notion of a repeated game and that of a

Markov game. This section introduces Markov game setting, Markov strategies, and Markov

equilibrium. Much of the discussion in this section follows that in [1].

In a stochastic or Markov game, the history at each stage of the game can be summarized

by a state, and movement from state to state follows a Markov process. In other words, the state

at the next round of the game depends on the current state and the current action profile.

Let us formalize the definition of the game. The game is characterized by state variables

m ∈ M. We must also define a transition probability q (mk+1|mk, ak), denoting the probability
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that the state at the next round is mk+1 conditional on being in state mk during round k and on

the playing of action profile ak.

Markov strategies, while more complex than the strategies available in a strategic form

game, are significantly simpler than the strategies available in repeated games. As in other

repeated games, we collect a history of past plays; for Markov games, this history also con-

tains the states traversed at each stage of the game. In other words, the history at stage k is

hk = (m0, a0, m1, a1, . . . , ak−1, mk). At stage k, each player is aware of the history hk before

deciding on her action for that stage.

For a generic repeated game, a pure strategy for player i in round k can be denoted

as si(hk); equivalently, a mixed strategy is denoted as σi(hk). Recall that the strategies map

the entire space of histories into a set of prescribed actions at each round. Markov strategies,

however, are simpler, as for each player i and round k, σi (hk) = σi (ĥk) if the two histories

have the same value of state variable mk . For this reason, Markov strategies are often denoted

σi : M → �(Ai), even though this is a slight abuse of notation.

A Markov perfect equilibrium is a profile of Markov strategies, which yields a Nash

equilibrium in every proper subgame. It can be shown [1] that Markov perfect equilibria are

guaranteed to exist when the stochastic game has a finite number of states and actions. We also

note that the Markov perfect equilibrium concept can be extended to apply to extensive games

without an explicit state variable.

Markov chains are used to model a number of communications and networking phenom-

ena, such as channel conditions, slot occupancy in random channel access schemes, queue state

in switches, etc. It is natural that Markov games would find particular applications in this field.

In particular, the Markov game results imply that if we can summarize the state of a network

or a communications link with one or more “state variables,” then we lose nothing (in terms

of equilibrium existence, anyway) by considering only strategies that consider only these state

variables without regard to past history or other information.

4.3 APPLICATIONS
Earlier in the chapter, we outlined an application of repeated games to the issue of selfishness

in ad hoc networks (as well as other networks where users are expected to perform services for

others). We now briefly describe applications in power control in cellular networks and medium

access control in a slotted Aloha system.

4.3.1 Power Control in Cellular Networks

The problem of power control in a cellular system has often been modeled as a game. Let us

take a code division multiple access (CDMA) system to illustrate what makes game theory

appealing to the treatment of power control.



P1: IML/FFX P2: IML

MOBK014-04 MOBK014-MacKenzie-v1.cls February 20, 2006 17:36

54 GAME THEORY FOR WIRELESS ENGINEERS

In a CDMA system, we can model users’ utilities as an increasing function of signal to

interference and noise ratio (SINR) and a decreasing function of power. By increasing power,

the user can also increase her SINR. This would be a local optimization problem, with each

user determining her own optimal response to the tradeoff, if increasing power did not have any

effect on others. However, CDMA systems are interference limited, and an increase in power

by one user may require others to increase their own power to maintain the desired SINR. The

elements of a game are all here: clear tradeoffs that can be expressed in a utility function (what

the exact utility function should be is another issue) and clear interdependencies among users’

decisions.

Let pi be the power level selected by user i and γi the resulting SINR, itself a function

of the action profile: γi = f (p). We can express the utility function as a function of these two

factors. One possible utility function is from [45].

ui (p) = ui (pi , γi ) = R

pi

(1 − 2BER(γi ))
L,

where R is the rate at which the user transmits, BER(γi ) is the bit error rate achieved given an

SINR of γi , and L is the packet size in bits.

It has been shown [46] that this problem modeled as a one-stage game has a unique Nash

equilibrium. Like the Prisoner’s Dilemma and the resource sharing game described earlier, this

Nash equilibrium happens to be inefficient.

Now consider the same game played repeatedly. It is now possible to devise strategies

wherein a user is punished by others if she selects a selfish action (such as increasing power

to a level that significantly impairs others’ SINR). If the user’s objective is to maximize her

utility over many stages of the game, and if the game has an infinite time horizon, the threat of

retaliation leads to a Pareto efficient equilibrium.

MacKenzie and Wicker [45] have considered such a game, where cooperating users select

a power level that ensures fair operation of the network. That power level can, for instance, be

reported by the base station at the beginning of each slot. If a user deviates from that strategy,

all others will punish the user by increasing their power levels to the (Pareto-inefficient) values

dictated by the Nash equilibrium for the single stage game. Under the assumption that all users

are aware of everyone else’s power levels at each stage, this strategy will lead to a subgame perfect

equilibrium that is more efficient than the Nash equilibrium of the single stage game.

4.3.2 Medium Access Control

In this section, we describe a repeated game of perfect information applied to characterizing the

performance of slotted Aloha in the presence of selfish users. This example was first developed

by MacKenzie and Wicker [47].
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In this model, users compete for access to a common wireless channel. During

each slot, the actions available to each user are to transmit or to wait. The channel is charac-

terized by a matrix R = [ρnk], with ρnk defined as the probability that k frames are received dur-

ing a slot where there have been n transmission attempts. The expected number of successfully

received frames in a transmission of size n is therefore rn ≡ ∑n
k=0 kρnk . If we further assume

that all users who transmit in a given slot have equal probability of success, then the probability

that a given user’s transmission is successful is given by rn

n
.

This is a repeated game, as for each slot, each user has the option to attempt transmission

or to wait. The cost of a transmission is assumed to be c ∈ (0, 1), with a successful transmission

accruing utility of 1 − c , an unsuccessful transmission utility −c and the decision to wait giving

a utility of 0. Payoffs are subject to a per-slot discount factor of 0 ≤ δ < 1.

A strategy in this game maps from the current number of users in the system (assumed

known to all) into a probability of transmission. Players are indistinguishable, so they play the

same strategy. MacKenzie and Wicker [47] show that an equilibrium strategy for this game

is guaranteed to exist. They also show that there exists a value of c for which the aggregate

throughput achieved in this game, with users assumed selfish and making decisions indepen-

dently, can equal the maximum aggregate throughput for a slotted Aloha system where the

decision on who transmits on any given slot is made in a centralized manner.

This characterization of medium access control provides insight into the price of dis-

tributed decisions (vs. those controlled by a base station or access point) as well as the impact

of different channel models on aggregate throughput expected for random access.
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C H A P T E R 5

Convergence to Equilibrium:

Potential Games

A lingering question from Chapter 3 regarding the Nash equilibrium is why one should ever

expect players to play a Nash equilibrium. Perhaps if there exists only one Nash equilibrium, and

players are introspective and know the entire game model (including other players’ payoffs), an

expectation of Nash equilibrium play is warranted. But what about other, more typical, cases?

What if there are multiple equilibria? What if players know only their own payoffs and have no

awareness of the payoffs of other players? Can we really expect Nash equilibrium play in these

cases?

Unfortunately, in general, the answer seems to be “no.” The Nash equilibrium may still

be valuable to help us understand the stable states of the system, and it may give us some clue

as to how to design systems that will converge to more desirable equilibria. But, in arbitrary

games there is no known “learning” algorithm that guarantees convergence of play to a Nash

equilibrium when players have limited information.

On the other hand, though, there is a significant class of games for which convergence

to Nash equilibrium is assured, even if players “learn” via a very simple adaptive process. Fur-

thermore, games from this class seem to appear more often than expected in engineering (and

economic) applications. It is this class of games that we will study in this chapter, as we believe

that this class has significant promise for further applications and that deeper understanding

of this class of games may provide insight into the performance of adaptive player processes in

other games as well.

5.1 THE “BEST REPLY” AND “BETTER REPLY” DYNAMICS
Our setting for this discussion is similar to a repeated game. We have a fixed,

strategic form game, which is played repeatedly. We denote this strategic form game

� = (N, S, {ui (·)}i∈N). In round m of the game, each player selects a strategy s m
i ∈ Si pro-

ducing a strategy profile sm ∈ S. (We will use superscripts to denote which round of the game
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we are discussing.) Unlike those in repeated or Markov games, though, players are not con-

cerned about the future. Instead, players are said to be myopic: they care only about their current

payoffs, with no concern for the future or the past.

In addition, we assume that players are unable to change strategies in every round. Instead,

in each round exactly one player is given an opportunity to change strategies. This player may

be chosen randomly, or players may be selected in a round robin fashion. It is worth noting

that this requirement is mostly technical; we are simply trying to avoid the situation where

multiple players are changing strategies simultaneously. In a real system, where events unfold

in continuous time, usually all that is required is that players choose the instants at which they

change strategies at random. Then, the probability that two or more players change at the same

instant is zero and can be ignored.

Once we know which player will have the opportunity to change strategies in a given

round, we need to consider what new strategy the player will choose. It turns out that very

simple processes can be very powerful.

Definition 21. In the best reply dynamic, whenever player i has an opportunity to revise her

strategy, she will choose

s m+1
i ∈ arg max

s ′
i ∈Si

ui (s
′
i , sm

−i).

In other words, whenever a player has an opportunity to revise her strategy, she will choose a strategy

that maximizes her payoff, given the current strategies of the other players.

We now have a dynamic process for updating strategies. In each round, a player is chosen to

update her strategy (either in a round robin fashion or at random). When given the opportunity

to update, each player will choose a “best response” to the actions of other players. Where will

this process lead?

First, we claim that any strategy that survives the best reply dynamic must be a strategy

that survives iterated deletion of strictly dominated strategies. The reasoning is simple. Suppose

that a strategy is dominated. Then, by definition, it cannot be a best response to any strategy

profile. So, as soon as player i has an opportunity to revise her strategy, she will switch to a

nondominated strategy. Hence, once everyone has had an opportunity to change strategies, we

will be in D(S), as defined in Chapter 3. Once play is within D(S), no player will choose an

action that is strictly dominated within D(S). So, by the time everyone has played again, we will

be within D2(S). This argument can be formalized to show that the play must end up within

D∞(S), the set of serially undominated strategy profiles.

This dynamic meets the first definition of rationality, regardless of the specifics of the

game. However, all it guarantees us is that the play will end up within the set of serially
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undominated strategy profiles. The dynamic process may not converge. For example, in the

case of a simple game like the paper–scissors–rock game of Chapter 3, if players are chosen to

change strategies at random, the play under the best reply dynamic will never converge. Instead,

whenever given a chance to change strategies, each player will choose the object that beats the

object currently played by her opponent.

However, suppose that the best reply dynamic does converge to a particular strategy profile

s∗ ∈ S. Then s∗ must be a Nash Equilibrium! If it were not a NE, then at least one player would

change strategies when given the opportunity.

The best reply dynamic requires that players know the instantaneous payoffs available

for each of their strategies, s i ∈ Si . An even simpler dynamic is the random better reply

dynamic.

Definition 22. In the random better reply dynamic, whenever player i has an opportunity to

revise her strategy, she will choose s m+1
i at random from the set {s ′

i ∈ Si|ui (s
′
i , sm

−i) > ui (sm)} unless

this set is empty, in which case she will choose s m+1
i = s m

i . In other words, whenever a player has

an opportunity to revise her strategy, she will choose a strategy with a higher payoff than her current

payoff.

This strategy can be implemented by randomly sampling another strategy until one is found

with a higher payoff than the current strategy. Hence, it does not require that the player know

the utility of every strategy in her strategy space.

As with the best reply dynamic, it is fairly straightforward to show that if the random

better reply dynamic converges, then it must converge to a Nash Equilibrium. It is more difficult

to show that the random better reply dynamic will guarantee that the play will move into D∞(S)

unless the game is finite.

Two more definitions will be useful to us in this chapter.

Definition 23. A sequence of strategy profiles, {s0, s1, s2, . . .}, is called a path if for each k > 0 there

exists a player ik such that sk−1
−ik

= sk
−ik

. In other words, at each stage at most one player can change

strategies.

Definition 24. A path {s0, s1, s2, . . .} is called an improvement path if for each k > 0 (and ik as

defined above), uik
(sk) > uik

(sk−1). In other words, a path is an improvement path if the player that

changes strategies always improves her utility.

Note that both of the dynamics we have defined, the best reply and better reply dynamics,

will define paths through the space of strategy profiles. Furthermore, if we eliminate steps at

which players do not change strategies, the paths defined will be improvement paths. (If the
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dynamic converges in a finite number of steps, then eliminating such steps will produce a finite

path.)

We now define a special class of games: potential games.

5.2 POTENTIAL GAMES
Potential games were defined and their properties discussed in [48]. If a game is constructed

with random payoffs, then the probability that it will be a potential game is zero. Hence, in some

sense, potential games are rare. Nevertheless, potential games seem to appear with surprising

regularity when real-world situations are modeled. We will see an example of such a game at

the end of this chapter.

5.2.1 Definition and Basic Properties

We begin, of course, by defining what we mean by a potential game.

Definition 25. A game � = (N, S, {ui}) is an exact potential game if there exists a function

V : S → R such that for all i ∈ N, all s ∈ S, and all s ′
i ∈ Si,

V (s i , s−i) − V (s ′
i , s−i) = ui (s i , s−i) − ui (s

′
i , s−i).

The function V is called an exact potential function for the game �.

Definition 26. A game � = (N, S, {ui}) is an ordinal potential game if there exists a function

V : S → R such that for all i ∈ N, all s ∈ S, and all s ′
i ∈ Si,

V (s i , s−i) − V (s ′
i , s−i) > 0 ⇔ ui (s i , s−i) − ui (s

′
i , s−i) > 0.

The function V is called an ordinal potential function for the game �.

In both cases, note that the potential function reflects the change in utility for any uni-

laterally deviating player. Since unilateral deviations are central to the Nash equilibrium, the

following result should come as no surprise. Also note that every exact potential game is obvi-

ously an ordinal potential game with the same potential function V .

Theorem 15. If V is an ordinal potential function of the game � and s∗ ∈ {arg maxs′∈S V (s′)} is a

maximizer of the potential function, then s∗ is a Nash Equilibrium of the game.

The following corollary is immediate.

Theorem 16. If � is a finite ordinal potential game, then � has at least one Nash Equilibrium in

pure strategies.

If the game is infinite, then we require slightly more. The following corollary is an

immediate consequence of the well-known Weierstrauss theorem in optimization theory.
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Theorem 17. If � is an ordinal potential game with a compact strategy space S and a continuous

potential function V , then � has at least one Nash Equilibrium in pure strategies.

5.2.2 Convergence

Now, we can develop the most important results on potential games. We start by defining a

property.

Definition 27. A game � has the finite improvement path property if every improvement path in

� is of finite length.

Theorem 18. All finite ordinal potential games have the finite improvement path property.

Proof. Let {s0, s1, s2, . . .} be an improvement path. Then, since for all k > 0, uik
(sk) >

uik
(sk−1), it follows that V (sk) > V (sk−1) for all k > 0. So {V (s0), V (s1), V (s2), . . .} is a strictly

increasing sequence. But S is a finite set, hence the sequence {s0, s1, s2, . . .} must be finite. �

But, if every improvement path is finite and the best and random better response algo-

rithms trace out improvement paths which continue until they converge (at which point we

must be at a Nash equilibrium), then we can immediately state the following theorem.

Theorem 19. Let � be a finite ordinal potential game. Then both the best reply dynamic and the

random better reply dynamic will (almost surely) converge to a Nash Equilibrium in a finite number

of steps.

The stipulation that the convergence is “almost sure” comes from our allowance that

nodes might be chosen at random gives rise to the probability zero event that we will choose

the same node over and over again until the end of time. This might cause the algorithm never

to converge to a Nash equilibrium, but the probability that this will happen is zero.

The good news, though, is that the convergence of these algorithms does not seem to

require that the games be finite. (Proving convergence in this case requires a bit more work,

however.) We begin with Zangwill’s convergence theorem [49].

Theorem 20 (Zangwill). Let f : X ⇒ X determine an algorithm that, given a point x0, generates

a sequence {xk} through the iteration xk+1 ∈ f(xk). Let a solution set, S∗ ⊂ X be given. Suppose

1. all points {xk} are in a compact set S ⊂ X;

2. there is a continuous function α : X → R such that:

(a) if x 	∈ S∗, then α(x ′) > α(x), ∀x ′ ∈ f(x);

(b) if x ∈ S∗, then α(x ′) ≥ α(x), ∀x ′ ∈ f(x); and

3. f is closed at x if x ′ 	∈ S∗.
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Then either {xk} arrives at a solution in S∗ or every limit point of {xk} is in S∗.

Theorem 21. Let � be an ordinal potential game with a compact action space S and a continuous

potential function V . Then the best response dynamic will (almost surely) either converge to a Nash

Equilibrium or every limit point of the sequence will be a Nash Equilibrium.

Proof. Given the compact strategy space S, let f(s) be the set of all strategies in which exactly

one player changes strategies to a best response. Then, if we take α = V and S∗ to be the set of

Nash Equilibria, the best response algorithm generates a sequence of strategy profiles satisfying

the requirements of Zangwell’s convergence theorem, provided that we ignore steps at which

the chosen user does not change strategies.

Ignoring the steps at which the chosen user does not change strategies will only create a

problem if their are an infinite number of such steps in a row. This occurs only with probability

zero unless we are at a Nash Equilibrium. �

A similar result is believed to be true for the random better response dynamic, but the

authors are not aware of a formal proof.

5.2.3 Identification

If one is provided with a potential function, it is easy to check whether or not a given game is a

potential game. If you have only a game model and no potential function, how can you recognize

a potential game? For ordinal potential games, we can provide no assistance. For exact potential

games, though, we provide some properties that might be helpful in recognizing these games.

Definition 28. A coordination game is a game in which all users have the same utility function.

That is, ui (s) = C(s) for all i ∈ N.

Note that a coordination game is immediately an exact potential game with potential

function V = C .

Definition 29. A dummy game is a game in which each player’s payoff is a function of only the

actions of other players (i.e., her own action does not affect her payoff ). That is, for each i, ui (a) =
Di (a−i).

Note that dummy games are also exact potential games where we take V (s) = 0 (or any

other constant function). Now, the somewhat surprising result is that any exact potential game

can be written as the sum of a coordination game and a dummy game.

Theorem 22. The game � is an exact potential game if and only if there exist functions C : S → R
and Di : S−i → R such that ui (s) = C(s) + Di (s−i) for all i and all s. The exact potential function

of this game is V (s) = C(s).
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So, one way of identifying an exact potential game is to seek out this structure by trying

to separate the game into a coordination game and a dummy game.

If the action spaces are intervals of the real line and the utility functions are twice contin-

uously differentiable, then [48] gives a very straightforward way of identifying exact potential

games.

Theorem 23. Let � be a game in which the strategy sets are intervals of real numbers. Sup-

pose the payoff functions are twice continuously differentiable. Then � is a potential game if

and only if

∂2ui

∂s i∂s j

= ∂2u j

∂s i∂s j

for all i and j .

5.2.4 Interpretation

Before moving on to specific applications, we wish to provide a bit of interpretation. When

modeling a communications or networking problem as a game, it is usually reasonably easy to

determine the set of players and the strategy space, S. The more difficult challenge is identifying

the appropriate utility functions, ui . Nevertheless, at the very least one can usually ascribe certain

properties to the utility function, for example, whether it is decreasing or increasing in certain

variables, whether it is convex or concave, etc.

In engineering applications, it is often also possible to identify an appropriate social

welfare function, W : S → R, which reflects the preferences of the system designer. For instance,

the system designer might wish to maximize the total capacity of the wireless system or to

minimize the probability that any individual node experiences a service outage.

If the social welfare function is an ordinal or exact potential function for the game, then

game theory can provide strong results on the convergence of simple dynamics to desirable

(social welfare maximizing) outcomes. More typically, though, there may be conflict between

the socially desirable outcomes and the equilibria of the game. In these cases, we can either

accept the suboptimal outcomes (if, for example, achieving an optimal outcome would be too

costly) or modify our game (for instance, by moving to a repeated game framework where players

are not myopic and introducing explicit or implicit reputation mechanisms) to try to induce

better outcomes.

5.3 APPLICATION: INTERFERENCE AVOIDANCE
In a code division multiple access (CDMA) system, users are differentiated by their choice of

different spreading codes. Each user’s spreading code can be viewed as a strategy. The payoff of

this strategy is related to its orthogonality with (or, rather, lack of correlation with) the spreading
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codes employed by other users. As with all potential games, note that this game has an aspect of

“common good.” Whenever a player changes her strategy in a way that improves her payoff (by

making her own code less correlated with the other codes in the system), this change will also

improve the payoffs of the other players (as their strategies will now be less correlated with hers).

To briefly formalize this notion in a relatively simple setting, suppose that each player

chooses a code from Si = {si ∈ RM|‖si‖ = 1} where ‖si‖ represents the usual vector norm in

RM and M is the spreading factor of the system. (The constraint that ‖si‖ = 1 is a constraint

on nodes’ transmit powers. For this simple example, we assume that all transmissions have the

same power at the receiver.) Assume that si is written as a column vector. And rather than our

usual definition for S as the strategy space, for the purpose of this example, let S be an M × |N|
matrix whose ith column is si. Let S−i represent this matrix with the ith column removed. Also

part of the system model is additive M-dimensional white Gaussian noise, assumed to have an

M × M covariance matrix Rz.

We can then define a number of different utility functions, the exact form of which

depends on the metric of success (signal-to-interference-and-noise ratio or mean squared error)

and the type of receiver (correlation receiver or maximum signal to interference and noise ratio

receiver). One such utility function would be the signal to interference and noise ratio (SINR)

for a correlation receiver, which is given by:

ui (S) = 1

si
T Ri si

.

In this expression, Ri = S−iS−i
T + Rz, which is the autocorrelation matrix of the interference

plus noise.

It then turns out that the so-called negated generalized total squared correlation function,

which is defined as V (S) = −‖SST + Rz‖2
F , is an ordinal potential function for this game (and

several other interference avoidance games). (The notation ‖ · ‖F represents the Frobenius

matrix norm, which is the square root of the sum of the squared matrix entries.)

The somewhat surprising result of this formulation of the interference avoidance game

is that allowing nodes to greedily choose the best spreading codes for themselves leads to a set

of spreading codes that minimizes generalized total squared correlation (which in some cases

represents a set of codes that maximizes the sum capacity of the system). For more information

about this example, see [50]. For more information about interference avoidance in general, see

[51].
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C H A P T E R 6

Future Directions

The previous five chapters have outlined fundamental concepts that the researcher in wireless

communications and networks is likely to encounter as she starts exploring the field of game

theory. We also discussed some examples of game theoretic models that were developed to

better understand issues in power control, medium access control, topology formation, node

participation, interference avoidance, etc.

This treatment is by no means comprehensive, as game theory is a vast field and networking

and communications researchers have applied it to a large number of problems. Among those

we did not discuss in detail are routing, quality of service (QoS), and TCP congestion control.

A more complete survey of applications of game theory to wireless systems, and in particular

wireless ad hoc networks, can be found in [52].

In this chapter, we focus on emerging research issues on wireless communications and

wireless networks where we feel game theory still has an important role to play.

6.1 RELATED RESEARCH ON WIRELESS COMMUNICATIONS
AND NETWORKING

Let us now discuss some emerging research issues and our vision of how game theory may help

further our understanding of those issues.

6.1.1 The Role of Information on Distributed Decisions

As wireless networks evolve, we are seeing a tendency toward decentralized networks, in which

each node may play multiple roles at different times without relying on a base station or access

point to make decisions such as how much power to use during transmission, in what frequency

band to operate, etc. Examples include sensor networks, mobile ad hoc networks, and networks

used for pervasive computing. These networks are also self-organizing and support multihop

communications.

These characteristics lead to the need for distributed decision making that potentially takes

into account network conditions as well as channel conditions. An individual node may need

to have access to control information regarding other nodes’ actions, network congestion, etc.
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How much information is enough for effective distributed decision making? The performance

difference between following selfish, local goals and acting in a communal, network-wide mode

of operation is called the price of anarchy in [53]. Game theory may also help us assess this cost.

In most of this book, we assumed that all players knew others’ utility functions and, in the

case of repeated games, others’ actions in previous rounds. This is clearly not the case in many

networking problems of interest. Several game theory formulations are possible to account for

this uncertainty.

Think back about our discussion of games in extensive form in Chapter 4. A game is

said to be of perfect information if each information set is a singleton; otherwise, the game is a

game of imperfect information. This can be used to model ignorance about other nodes’ types (for

instance, other nodes in a wireless network may have very different utility functions) or other

nodes’ actions. In games of imperfect information, the Nash equilibrium definition is refined to

reflect uncertainties about players’ types, leading to the concept of Bayesian equilibrium. This

type of formulation has been applied, for example, to the study of disruptions caused by a rogue

node in an ad hoc network [27].

Another model formulation that accounts for uncertainties regarding other players’ actions

is that of games of imperfect monitoring. In a repeated game with perfect monitoring, each player

directly observes the actions of every other player at the end of each stage. However, such an

assumption of perfect monitoring is challenged in situations where an opponent’s actions cannot

be directly monitored. For example, in a node participation game for ad hoc networks, nodes

could deny forwarding packets for others (or only occasionally forward packets) to conserve their

limited resources. It is infeasible in these situations for a node to directly monitor the actions of its

neighbors.

To account for the lack of perfect monitoring, we can study repeated games with

imperfect public monitoring [54]. Here a player, instead of monitoring her opponents’ actions,

observes a random public signal at the end of every stage of the game. This public signal is

correlated to the actions of all other players in the game but it does not reveal deterministically

what these actions were. Specifically, the distribution function of the public signal depends on

the action profile chosen by the other players. Typically, it is assumed that the support of the

public signal distribution is constant across all possible joint actions. In the node participation

example, a possible signal could be the network goodput as perceived by each node in the

network. The analysis of an imperfect monitoring game involves finding a perfect public

equilibrium strategy that serves as the solution of the game.

Recently, game theoreticians have also studied games with private monitoring. In such

games, each player has a distinct, individual assessment of others’ likely actions in previous

stages. The analysis of outcomes (and of issues such as collusion) for those types of games is

still in its infancy.
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6.1.2 Cognitive Radios and Learning

Cognitive radios [55] are currently viewed as a promising approach to make better use of

the wireless spectrum by rapidly adapting to changes in the wireless channel. We envision

this concept to eventually extend to cognitive networks, where each node individually adapts

based on network-wide considerations to yield better overall performance to the network as a

whole [56].

In this context, network nodes are expected to be aware of their environment, to be able to

dynamically adapt to that environment, and to be able to learn from outcomes of past decisions.

It can be argued that, to a varying extent, today’s radios already perform the first two functions,

as even something as simple as a cordless phone is able to detect channel use and select the

appropriate channel accordingly. Both more sophisticated adaptation and the ability to learn

are expected from future radios, to solve complex problems such as the opportunistic utilization

of spectrum.

The study of how these radios will learn and how fast they will converge to effective

solutions becomes relevant. The Artificial Intelligence community already employs game theory

in understanding strategic and cooperative interactions in multiagent systems. Very recently,

there has been work on applying game theory to the analysis of the performance of networks

of cognitive radios [57], but there is still much to be done in this area.

6.1.3 Emergent Behavior

Emergent behavior can be defined as behavior that is exhibited by a group of individuals that

cannot be ascribed to any particular member of the group. Flocking by a group of birds or

anthill building by a colony of ants is common example. Emergent behavior has no central

control and yet often results in benefits to the group as a whole: for instance, cities self-organize

into complex systems of roads, neighborhoods, commercial centers, etc., to the benefit of their

inhabitants.

The observation of emergent behavior in ants and other social insects indicates that simple

decisions lead to global efficiency (emergent systems get unwieldy if individual behavior is too

complex), and that local information can lead to global wisdom [58].

Translating into the realm of wireless networks, it is important to understand whether

simple strategies by individual nodes will lead to globally optimal solutions and whether nodes

can learn enough from their neighbors to make effective decisions about the network as a

whole.

As it is very difficult to experiment with large decentralized wireless networks (containing

hundreds or thousands of nodes), an analytical approach to understand emergent behavior in

such networks is highly desirable. Game theory is one promising approach toward such an

understanding.
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6.1.4 Mechanism Design

Mechanism design is an area of game theory that concerns itself with how to engineer incentive

mechanisms that will lead independent, self-interested participants toward outcomes that are

desirable from a systemwide point of view.

As we learn through game theory that selfish behavior by users may lead to inefficient

equilibria (recall once again some of the examples of single-stage games), it becomes important

to build incentive structures that will induce more desirable equilibria. Such incentives can be

explicit, using for example pricing or virtual currency mechanisms, or implicit in the choice of

utility functions.

One important distinction between the application of game theory to communications

and networks and its more traditional application to economic problems is that in the latter

strict rationality assumptions may not hold. On the other hand, in a network we often have

the opportunity to program nodes with some objective function to maximize. As these nodes

proceed to make decisions without human intervention, they can be assumed to be perfectly

rational.

In more traditional economic and social problems, it is difficult to predict the utility

function that players are following (such a utility function may not be clearly known to players

themselves). In networking problems, we may be able to program nodes with a utility function.

The problem, however, becomes identifying the appropriate utility function that will lead to a

desirable equilibrium.

6.1.5 Modeling of Mobility

Few existing game theoretic models of wireless networks consider the effects of mobility on

players’ decisions. In some cases, it is reasonable to abstract mobility considerations. For instance,

a single stage game can represent a snapshot of the current network, so mobility need not be

considered. Even in a repeated game, one can implicitly recognize that there is mobility by

assigning a probability that each node will participate in the current round of the game.

However, some considerations, such as convergence to an efficient equilibrium or learning

in a network, do require that the model be tied to a realistic mobility model. After all, it may

be difficult to learn from others’ actions, or to devise credible threats, if the set of nodes with

whom a player interacts significantly changes from stage to stage of the game. A comprehensive

characterization of the effects of mobility on the outcomes of the game is an open area of

research.

6.1.6 Cooperation in Wireless Systems and Networks

There is increasing interest in cooperation in wireless systems and networks, at all layers of the

protocol stack. This includes cooperative communications, exchange of trust and reputation
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information, forwarding in ad hoc networks, etc. Cooperative game theory can help us better

understand some of the issues involved in cooperation and bargaining.

One example is the issue of dynamic access to the available spectrum. It is well known that

the wireless spectrum is inefficiently utilized; one solution to mitigate this problem would be to

allow prospective users of the spectrum (including, but not limited to, current license holders)

to negotiate its use dynamically, based on current traffic requirements and channel availability.

It is possible to model this scenario as a cooperative game, and to develop distributed bargaining

mechanisms that are expected to lead to a fair and stable outcome.

6.2 CONCLUSIONS
Game theory is a fascinating field of study. In this work, we have barely scratched the surface.

We hope that the reader will now have an understanding of the fundamental concepts in game

theory that will enable him or her to pursue a more in-depth study of the available literature.

At times, we have simplified some of the concepts and results rather than present them in

all possible generality. We suspect a seasoned game theoretician may be bothered by some of

those simplifications, but we hope the engineer who is a novice to the field of game theory will

forgive the omissions: they were made in the interest of clarity.

Despite the recent popularity of game theory in communications and networking research,

the potential for further findings is vast. We outline above some areas of study that we believe

are wide open for further exploration.

Most important, engineers must be aware of the limitations and assumptions behind

game theoretic models. We do not argue that game theory is the appropriate tool to understand

all, or even most, communications and networking phenomena. We do believe that it is a

promising tool to understand an important class of network issues, particularly those involving

interdependent adaptations.
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