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Abstract In engineering-to-order (ETO) or manufac-
turing-to-order (MTO) systems producing highly cus-
tomized items, the high level of customization, together
with long flow times, forces the production plan to be
defined before information on items customization, and
details on the manufacturing activities are completely
disclosed. Due to the partial available information, the
production plan must provide a robust schedule of
the activities and of the resources utilization, trying
to incorporate a certain degree of anticipation of un-
certainty. This paper proposes a two-stage stochastic
programming project scheduling approach to support
production planning in ETO/MTO system. The ap-
proach provides a baseline production plan together
with a set of revisions of the plan to react to the occur-
rence of uncertain events. A scenario-based approach
is used to model the changes affecting the character-
istics of the activities to be processed. The proposed
approach is tested on random-generated instances and
on a real manufacturing system producing machining
centers.
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1 Introduction

This paper studies production planning under uncer-
tainty in engineering-to-order (ETO) or manufactu-
ring-to-order (MTO) production systems. The use of
project scheduling approaches for production planning
have been frequently addressed in the scientific litera-
ture [16, 23]. In particular, when hierarchical planning
approaches are used, project scheduling can serve as
a planning tool at aggregate levels [26-28] and are
especially important and useful in MTO or ETO sys-
tems producing complex and highly customized items.
In such environments, each item has its own charac-
teristics, which are often tailored for a specific cus-
tomer. Due to the complexity of such products, the
single production activities often correspond to whole
production phases; hence, to devise feasible short-term
plans, routing and precedence relation issues must be
taken into consideration already in the medium-term
planning phase. The design, production, and delivery
to the customer of each product is then a one of a kind
activity that can be easily modeled as the execution of
a project. In the production plant, different projects are
executed together, competing for the same production
resources (machines, workers, etc.).

In addition, when activities are executed by work-
ers, the concepts of unary resources and activity du-
ration must be reassessed. Given an assignment to a
set of workers, the committed effort can vary over
time according to workers availability or to the joint
execution of different activities. Under this assumption,
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either the resource used in each time period or the
duration of the activity is not univocally defined caus-
ing traditional scheduling methods to be no more
suitable. According to the literature, one of the pro-
posed solutions is the variable intensity formulation
of the resource-constrained project scheduling problem
[2, 15] where an intensity variable is introduced
defining the effort dedicated to process the activity in
each time period.

Uncertain or incomplete data represent a not negligi-
ble factor in such production environments. High levels
of customization and long flow times result in produc-
tion plans to be defined before information on product
customizations, and detailed production activities are
completely disclosed. The influence of uncertainty on
production systems performance can be severe, and it
must be taken into consideration at the planning phase.
Production planning must provide a robust schedule
for the execution of activities and the utilization of
resources, trying to incorporate a certain degree of
anticipation of uncertain events. The term robustness
is here refereed to the so-called quality robustness, that
is, the insensitivity of the plan, in terms of target perfor-
mance, to the occurrence of uncertain events. Hence,
robustness of a production plan strictly relies on the
possibility of modifying the schedule of the activities
within the plant with little or no penalty in terms of
objective function value.

In this paper, a two-stage stochastic program-
ming approach is proposed to plan production in a
MTO/ETO system affected by uncertainty. The pro-
posed approach is based on a variable intensity formu-
lation of the resource-constrained project scheduling
problem and on a scenario modeling of uncertain
events.

2 Literature review

Uncertainty in project scheduling problems can stem
from different sources. Aytug et al. [4] define an ex-
tensive taxonomy of uncertainties at the planning level.
Uncertainties can affect different characteristics of the
problem: resource needs of activities, resource avail-
ability, need of rework activities, occurrence of new
orders [22], release dates, and due dates. Scheduling
approaches dealing with uncertainty are commonly
divided in two main categories: approaches generating
a baseline schedule before the effective starting of
project execution and approaches in which the schedule
is generated during project execution. Methods gener-
ating a baseline schedule are usually more suitable to
be used in real manufacturing environments. In fact, as
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observed in [4], an activity plan/schedule serves several
purposes: aims at optimizing a given objective function,
can be used as capacity check for higher-level manage-
ment decisions, and makes clear the connection among
current and future activities.

Under uncertainty conditions, the baseline schedule
must be robust, i.e., it has to be insensitive to the
occurrence of uncertain events within a given range
of magnitude. However, the robustness concept can
be considered from two different points of view. The
term solution robustness or stability is used to address
insensitivity of the schedule in terms of activity start
times [12, 13, 19]. The term quality robustness, instead,
is used when referring to the property of a schedule
to be insensitive in terms of the value of the objective
function.

From the point of view of the stability, the avail-
able scheduling approaches can be classified accord-
ing to the way they exploit information relative to
uncertainty. According to this dimension, scheduling
approaches can be partitioned in reactive and proactive
approaches. Reactive scheduling approaches do not
incorporate in the schedule information about uncer-
tainty but simply provide a proper strategy to “repair”
the schedule when something unexpected happens.
They are therefore also referred to as schedule repair
approaches. A particular case of reactive scheduling
is the minimal perturbation strategy. In this case, the
objective of the repair phase is the generation of a
new schedule deviating as little as possible form the
original one, i.e., aiming at the so-called ex post stability
of the schedule. This type of approach can be found in
[1, 6, 8]. Reactive scheduling approaches also address
the problem of inserting new activities in a baseline
schedule [3].

Proactive scheduling approaches, instead, try to in-
corporate information about uncertain events in the
baseline schedule, so that it can be protected, as well
as possible, against future disruptions, i.e., aiming at
the so-called (ex ante) stability. Project scheduling ap-
proaches focused on stability are presented in [19, 20].
Given a variable activity duration, the authors define
the stability in terms of the weighted deviation with
respect to the baseline schedule when a single activity
is perturbed. The authors present also an extension
of the model in case resource constraints are consid-
ered. The schedule stability problem and its connec-
tion with makespan minimization have been studied in
[34, 35]. An experimental analysis is carried out to eval-
uate several predictive-reactive resource-constrained
project scheduling procedures under the objective of
maximizing both scheduling stability and timely project
completion.
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Quality robustness is addressed in [18] where a
project scheduling approach is proposed to cope with
uncertainty affecting the availability of resources. A
stochastic formulation of failures and repair is used, and
a baseline schedule is provided through a recursive ap-
proach. This class of methods also contains approaches
addressing the stochastic resource-constrained project
scheduling problem, the aim of which is to schedule
(project) activities so as to minimize the expected
project duration [13]. For a deeper analysis of stochastic
scheduling and related solution approaches, the reader
can refer to [10, 11, 24, 25, 29].

However, although trying to incorporate uncertainty
information in the baseline schedule, the described
approaches do not provide a mechanism to modify
the schedule at the occurrence of uncertain events.
A challenging issue in robust scheduling is therefore
trying to design approaches that retain both reac-
tive and proactive scheduling benefits; this class of
approaches are sometimes called predictive-reactive.
Stochastic programming techniques seem the most
promising tool to achieve this objective. They are able
to exploit information about uncertainty in the future to
define recourse actions that can be adopted to correct
previously taken actions, thus reducing the impact on
the target performance.

A particular type of stochastic programming ap-
proach is the two-stage (or multi-stage) approach. In
two-stage (multi-stage) stochastic programming, the
decision horizon is separated in two (more) parts, called
stages. The first stage is associated to a set of unique
decision variables (the so-called first-stage variables)
and models the present, without considering how un-
certainty will occur. The second (and following) stage
is associated to a set of stage-related decision variables
(the so-called second-stage variables) used to correct
the first (or, in multi-stage, previous) stage decisions
on the basis of uncertainty outcomes of the considered
scenarios [S]. Scenarios are a way to model uncertainty
outcomes in a discrete way [5].

The first use of stochastic programming to study
the RCPSP dates back to [9]. In this paper, a multi-
stage stochastic programming model is proposed which
associates to each stage the decision variables related
to the starting of different activities. In fact, if the
activities have a discrete duration, then the stochastic
decision process can be modeled as a multi-stage sto-
chastic programming model. As previously described,
rather than only providing a tool to schedule a project,
the proposed method also allows an evaluation of the
scheduling policy. A single stage stochastic program-
ming approach addressing the robust resource loading
problem is proposed in [36]. Further developments can

be found in [21, 37]. Two-stage stochastic programming
approaches are presented in [14, 31, 38]. In [31], a
project scheduling approach is used to plan the utiliza-
tion of outsourcing when rework activities are present.
The cost of outsourcing resources is minimized in [14],
where first-stage variables deal with the schedule while
in the second stage the resource allocation is defined.
Zhu et al. [38], instead, use stochastic programming to
define due dates and to minimize lateness in case of
uncertain activity durations. First-stage variables rep-
resent target times for the completion of the activities
while in second stage the detailed schedule is devised.

3 A two-stage stochastic programming formulation
for production planning

In two-stage stochastic programming approaches, the
set of decisions can be divided in:

— A set of decisions that have to be taken before
the observation of any of the uncertain elements in
the problem. These decisions are called first-stage
decisions, and the period when these decisions are
taken is called first stage

— Asset of decisions that can be taken after the occur-
rence of uncertain events. They are called second-
stage decisions. The corresponding period is called
second stage.

The definition of first and second stage, together
with the corresponding variables, plays an important
role in the stochastic programming models. In fact,
besides being a simple classification, first- and second-
stage variables define when decisions can be taken and
their mutual influence.

In stochastic programming approaches, first and sec-
ond stage can be easily defined if we can a priori
separate the timeline in two sections—before and after
the occurrence of uncertain events. As an example, the
amount of products sold in a certain period could be
an information used to take decisions concerning the
type or quantity of good to be produced in the following
periods. In this case, first-stage variables are used to
define the quantity to produce in the first period, while
second-stage variables model the quantity to produce in
the following periods. In an analogous way, in the assets
management problem, assets can be bought or sold on
specific dates or in definite time windows. Hence, first-
stage variables can represent the amount of each asset
to be bought in the first period, while second-stage
variable can be used to model the asset to sell or buy
in the following period (or periods). In other words,
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defining stages is relatively easy if time when uncertain
events occur does not depend on first-stage actions.

In the application of stochastic programming to pro-
duction planning problems, it seems natural to use first-
stage variables to define the baseline production plan,
1.e., a detailed schedule of the activities and the related
resources allocation. Second-stage variables are instead
used to represent modifications of the baseline produc-
tion plan after the occurrence of uncertain events.

The above definition of first- and second-stage vari-
ables, although representing a natural interpretation of
stages in the context of production planning, brings in
the fact that the time an uncertain event occurs depends
on the value of first-stage variables. In fact, most of
the uncertainty in the planning problem strictly refers
to the characteristics of the activities to be planned,
i.e., their duration and/or work content. Since the pro-
duction planning itself has to define the schedule of
the activities, it also influences the possible occurrence
in time of uncertain events. Consequently, it is not
possible to know in advance which variables are in
the first stage and which in the second stage without
knowing the schedule of the activities, which is indeed
the solution of the problem. Hence, in this case, it is not
possible to completely formalize the two-stage stochas-
tic programming problem, not being able to separate
first- from second-stage variables.

To tackle this problem, a mechanism is needed to
define if a certain part of the time horizon is before or
after the occurrence of uncertain events. To this pur-
pose, we define a boolean variable that assumes value
1 until the uncertain event has not yet occurred. From
the time the uncertain event happens on, the variable
(we call it certainty mask in the following) assumes
value 0, thus indicating that the uncertain part of the
time horizon starts. Given the definition of this certainty
mask, if it is possible to link it to the occurrence of the
uncertain events in the considered scenario, then first
and second stage are univocally determined.

In the planning problem, we consider in the pa-
per that the variables affected by uncertainty are the
amount of resource needed to process the activities.
The value of this (uncertain) amount can disclose:
(1) before the execution of the activity it refers to, as
in the case the release date of the activity is modified;
(2) after the end of the activity execution, as in the
case the activity processing time is longer due to rework
needed after inspection or testing; and (3) during the
execution of the activity.

To simplify the study, however, we assume that the
disclosure of uncertainty affecting an activity occurs
exactly when the execution of the activity starts. This
hypothesis is not too constraining since it supposes that,
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when an activity is started, its execution details and,
hence, the resources needed are univocally determined.

Referring to the previously defined certainty mask,
the start time of the activity affected by uncertainty
must be used to have the mask switching from the cer-
tainty to the uncertainty state. However, since the start-
ing time of the uncertain activities is defined through
the baseline schedule devised in the first stage, a mech-
anism must be embedded in the formulation to as-
sure a proper definition of the certainty masks for the
different scenarios.

3.1 Mathematical formulation

The two-stage stochastic programming formulation of
the production planning problem described in Section 3
is here reported. The formulation is a time-indexed
formulation where stages are based on the definition
of certainty mask to allow variable duration of stages
in the different scenarios. The decision variables that
characterize the problem are the following:

— Xxj: continuous positive variable representing the
percentage of work done on activity j in time
bucket ¢ (first stage)

—  zj: binary variable defining the execution mask for
activity j assuming value 1 if the activity j can be
processed in time bucket ¢ (first stage)

— 1nj: binary variable assuming value 1 if activity j is
processed in time bucket ¢ (first stage)

— U, certainty mask for scenario o. It assumes
value 1 until any activity affected by uncertainty in
scenario o starts (second stage)

- Xj,: continuous positive variable representing the
percentage of work done on activity j in time
bucket ¢ in scenario o (second stage)

- Xj,: continuous positive variable representing the
ratio between the work content of activity j in
scenario o and in the baseline plan (second stage)

— Zjio: binary variable defining the execution mask
for activity j, assuming value 1 if activity j can be
processed in time bucket ¢ in scenario o (second
stage)

— 1jo: binary variable assuming value 1 if activity j
is processed in time bucket ¢ in scenario o (second
stage)

While certainty masks are used to separate first- and
second-stage variables, execution masks are used to
allow the execution of activities in time buckets. They
substitute the typical binary variables representing start
times and/or end times in the classical time indexed
formulation for planning problems. Each execution
mask zj; has value 1 at r = 0 and is constrained to have
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non-increasing shape. Hence, mask z; assumes value
0 only after activity j has been completed. The use of
an execution-mask-based formulation has shown to be
more computationally efficient in a deterministic con-
text with respect to a classical time indexed formulation
[2]- Due to this, it has been considered for the extension
to the stochastic case.

The work done on an activity, instead, refers to the
part of the activity already completed. Since resources
are shared among activities, the work done in a single
time bucket on a single activity is not a priori given by
the length of the time bucket, and hence, such variables
are needed to correctly represent activity execution.

Using the above-defined variables, the following
model can be devised:

min Z(na . Cmax,o) (1)
oeX
St Crmaxo =1 Zjio Vjto 2)
doxi=1 V) 3)
t
Xp < Bmp Vit 4)
Xz by Vit ®)
Xj < Bjzj Vit (6)
Zje-1) = Zjt Vit (7)
xjt S B](l - Zit) V(l9 j) € Pa Vt (8)
Z Qjkxjt < R Vk, t 9)
j
dj
Y X =% Vito (10)
t=rjs
Xjio < Bifjjto Vit o 11)
-;Cjta > b]ﬁ]to V]s tv o (12)
Xjio < BjZjio Vjto (13)
Zjt-o = Zjw YVt o (14)
Z Qlkiﬂd S Rkl Vks tv o (15)
i
-;Cjta = B/(l - zita) V(l, j) € Pv t,o (16)
-xjt S B](l - u[(f) VO', ta ] € U(f (17)
t
Ug = (1 - Z njh) Vo,t, ] € U, (18)
h=0
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Ui = Uj41) Vo,t, j€ Us (19)
)?j[g = x/'[ V], g, tlu[g =1 (20)
zj[o' = Z][ V]s g, t|uta = 1 (21)
ﬁjta =Nj Vj, o, tuye =1 (22)

Equation 1 is the objective function, which repre-
sents the expected makespan. In fact, 7, and Cyayx » are
the probability and the makespan of scenario o. The
makespan is defined by the completion time of the last
activity to be completed, as defined by Eq. 2.

Constraints from Eqgs. 3 to 8 define the baseline
schedule. Constraints 3 assure that each activity is
completely executed in the baseline plan. Constraints 4
and 5 limit the amount of activity that can be processed
in a single time bucket through a minimum b; and
maximum B; value. Moreover, they assure that, if the
activity is executed, the n variables assume value 1.
Constraints 6 assure that an activity is executed only if
its mask z assumes value 1 while constraints 7 impose
the non-increasing behavior for the z masks. Finally,
Eq. 8 forces the correct execution of pair of activities
linked by precedence relation (P is the set of prece-
dence relations). If activity i must precede activity j, the
last cannot start, and hence, x; cannot assume values
greater than 0, if the first is not completed, i.e., z; = 0.
The minimum and maximum values in constraints 4
and 5 are mainly due to technological and/or eco-
nomical reasons. In fact, it can be infeasible or non-
economical to process a given activity, requiring given
resources, more or less than given thresholds.

Constraints 9 implement resource constraints, i.e.,
assure that, for each resource k and in each time bucket
t, no more than the total available amount Ry, can
be used. Here, the parameter Qj is the amount of
resource k needed to execute activity j. A resource
k could be used to model a single machine, a set of
resources, i.e., a team of workers or a group of workers
with specific skills.

Constraints 10-16 refer to second-stage variables. In
particular, Eq. 10 provides that each activity is com-
pletely executed. It must be noticed that if in the con-
sidered scenario the duration of an activity is greater
than the one considered in the definition of the base-
line schedule, then %, > 1. Parameters rj and d;; are
the earliest start time and latest finish time of activity
j, determined by considering the duration of activity
j in scenario o. Constraints from Eqgs. 11 to 16 are
analogous to the first-stage constraints, but involve,
obviously, second-stage variables.

Constraints from Egs. 17 to 19 refer to the definition
of certainty masks. To define the behavior of the
certainty masks, the same mechanism of precedence
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relation is used. Constraints 17 state that, until the
certainty mask u, assumes value 1, the activity j
affected by uncertainty cannot be processed (x; < 0).
To force the certainty mask not assuming value 0 before
the activity j has started, constraints 18 are used: If
at time ¢ activity j has not been processed yet (i.e.,
1— ZZ:O njn = 1), then mask u,, must assume value 1.
Finally, Eq. 19 defines the non-increasing behavior of
the certainty masks. In constraints 17-19, U, is the set
of activities affected by uncertainty in scenario o.

Finally, constraints 20-22) are needed to respect
the non-anticipativity condition in the stochastic pro-
gramming formulation. In fact, they assure that, while
the certainty mask u,, assumes value 1, the scenario
schedule must be equal to the baseline schedule. This
means that second-stage decisions can be taken into
account only after the uncertain event in the considered
scenario has occurred.

4 Computational experiments

The two-stage stochastic programming formulation
presented in Section 3.1 has been tested on randomly
generated instances. To solve the stochastic program-
ming model, CPLEX 12.1 was used on a XEON work-
station (clock 3.0 Ghz, RAM 4.00 Gb).

4.1 Random instance generation

Randomly instances have been generated using
RanGen2 [33], an activity network instance gene-
rator for project scheduling problems based on
morphological indicators (activity networks can, in
fact, have very different morphological structures). In
[30, 32], several complexity measures are proposed
to describe the morphological structure of a network
while in [7], resource-related measures are presented.
Among the morphological indices, we consider the
following:

— 1,: Size of the problem. This index is equal to the
number of nodes (i.e., activities) in the network,
and it is a measure of the size of the network.

—  Ip: Serial or parallel indicator. It measures how close
a network is to a serial or parallel directed graph.
When all activities are in parallel, I, =0, while
when all the activities are serially connected, I, = 1.
Real networks contain a number of activities that
can be executed in parallel and a number of serial
precedences. The closer to 1 is the value of I,, the
larger the number of serial connections with respect
to the parallel components of the network.
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Among the resource-related measures, we consider:

— RU: Resource density. RU measures, for each
activity, the number of resources it uses (not the
amount used). The value RU varies between 0, if
the activity needs no resource, to the maximum
number of resources available, if the activity uses
all the available resources. RU can only assume
integer values.

— RC: Resource constrainedness. It computes, for
each resource, the ratio between the average
amount (over all activities that use the resource)
required for the resource and its total availability.
RC is zero if no activity uses the resource, while
it approaches to 1 if all activities, requiring the
resource, demand for a quantity close to the total
availability. If RC is bigger than 1, the problem is
resource-infeasible since, on average, it is required
more than the available quantity of resource.

A pool of 2,000 instances was generated using the
generation parameters reported in Table 1. The roles
of I, I, RU, and RC are as described above while
Res indicates the number of resources and » the per-
centage of the total number of activities in the instance
with uncertain duration. Finally, to assure the complete
randomness of the test instances, a set of 50 instances
has been sampled, from the 2,000 randomly generated,
to be used in the experiments.

RanGen2, however, generates instances for classi-
cal resource constrained project scheduling problems,
i.e., instances with fixed activity durations and do not
consider any representation for uncertainty. To use
variable intensity formulation for activity execution and
to consider uncertain duration of the activities, the gen-
erated instances were modified in the following way:

— The duration L; of activity j is considered as the
minimum duration, i.e., B; = 1/L;. The minimum
percentage of activity processable in each time
bucket is constrained to be at least the 5% of the
activity (b; = 0.05).

— A number # of activities in the instance are sampled
and their durations considered stochastic variables.
A symmetric triangular distribution is fitted consid-
ering the deterministic duration as the mode; the

Table 1 Parame.ter values for I, 10
instance generation L 0.50,0.75
Res 1
RU 1
RC 0.5, 0.75
n 2 (20%)
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— For each of the sampled activities, five scenarios
are defined to model the triangular distribution
of its duration. The discrete scenarios are gener-
ated using the rounding method, considering the
discrete cumulative distribution function passing
through the midpoints of the intervals [17]. Accord-
ing to this method, the support of the distribution is
divided in five intervals with equal width 4,
and the cumulative distribution function passing
through the midpoints x; of the intervals is consid-
ered. Hence, each value x; represents the interval
[x; — h/2,x;+ h/2]. The associated probability
is defined as: p[x;]= F(x;+ h/2) — F(x; — h/2)
(Fig. 1).

— For each instance, 25 scenarios are generated. The
number of activities in each instance is 10 (value
of I, in Table 1) and 20% (value of n in Table 1)
of them are considered potentially uncertain. The
25 scenarios are obtained considering all the com-
bination (5 x 5) of the possible values of the two
sampled activities.

4.2 Evaluation of the stochastic programming
approach

The simplest approach to deal with uncertainty is to
replace all random variables with their expected values.
This modified problem is called expected value problem
or mean value problem. Although the solution of such
a simpler problem can be very far from the stochas-
tic optimum, given the solution of the expected value
problem (EV), it is possible to test its quality in each of
the considered scenarios. This quality can be measured
through the expected result of using the EV solution
(EEV), i.e., the expected value of the performance
of the EV solution at the occurrence of each of the
scenarios and allowing second-stage decisions to be
optimally taken.

Fig.1 Scenarios definition Value
for activity duration A

Average 0.0664 Average  63.00

05 05 20 Min 0.0000 Min 0.70 4 (0.0064)
Max 0.4320 Max 299.20
Average 0.0458 Average 345.00

0.5 0.75 20 Min 0.0000 Min 1.00 3 (0.0064)

Max 0.2864 Max 2285.00
Average 0.0405 Average  49.11
0.75 05 20 Min 0.0000 Min 31.34 4(0.0576)
Max 0.2688 Max 69.10
Average 0.0498 Average  68.40

0.75 0.75 20 Min 0.0000 Min 0.10 2(0.0288)
Max 0.2496 Max 516.90

The EEV can be used to estimate the benefits of
modeling and solving a problem as a stochastic pro-
gram instead of as an EV problem. Given the value
of the objective function in the stochastic program-
ming approach (i.e., the so-called recourse program
RP), the value of the stochastic solution (VSS) can be
defined as:

VSS = EEV — RP. (23)

in other words, VSS represents the cost that is incurred
if uncertainty is ignored.

4.3 Results

The results of the experiments are reported in Table 2.
Columns 72, RC, and n, reports the value of the 12
and RC indicators and the number of experiments done
for that combination of values (20 experiments for all
the combinations). Column VSS reports the average,
minimum, and maximum value of VSS in the consid-
ered experiments. Column Solution Time reports the
statistics for the time needed to solve the instances
(in minutes). The last column, Max Delta, reports the
maximum difference between the makespan obtained
with the recourse programming (RP) and the expected

Value
y 3

R ! ! R

(@)

Probability X1 X2 X3 X4 Xs Probability

(b)
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value (EV) approaches in the different scenarios. The
number in parentheses is the probability associated to
the scenario experiencing the maximum difference.
The results show that, as either /2 or RC increases,
the average value of VSS decreases. This is also
confirmed by the main effect plot for the value of VSS,
reported in Fig. 2, where the points in the plot are
the means of VSS for various values of /2 and RC.
This trend reflects the characteristic of stochastic pro-
gramming approaches. Such approaches can provide
benefits when a large set of solutions is available and
considering stochastic information allows to select the
best solution assuring an average good performance
on all the considered scenarios. In a scheduling per-
spective, many solutions are available when different
schedules can be used to execute the activities. Multiple
schedules are available when a set of activities can be
executed in parallel (no precedence relations among
them) since they could be executed in different se-
quences. At the same time, the availability of resources
affects the possible feasible schedules. If enough re-
sources are available to execute activities in parallel,
then multiple schedules are possible; on the contrary,
when scarce resources allow only a small number of
activities (only one in the worst case) to be executes at
the same time, possible schedules are significantly less.
However, these observations do not exhaustively
represent the problem. In fact, the importance of be-
ing able to select the best decision in a stochastic
environment strongly relies on the magnitude of the
consequences of a wrong decision. In the considered
problem, a good schedule, given the stochastic infor-
mation, should leave the widest possibility to react to
uncertain event in the most different ways. However,
the effectiveness of such reactions is strongly influenced
by the characteristics of the scheduling problem. The

Main Effects Plot for VSS
Data Means

R RC

.
N

0.50 0.75 0.50 0.75

0.0575

0.0550-

0.0525+

0.0500-

0.0475+

0.0450

Fig. 2 Main effects plot for VSS
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first influencing factor is parameter /2. If some activ-
ities can be executed in parallel, at the occurrence of
an uncertain event, it could be possible to freely change
the execution of some of them to react. On the contrary,
when only a sequential execution of activities is al-
lowed, the degrees of reaction are limited. Hence, when
the reaction to the occurrence of uncertain events is
constrained by precedence relations and availability of
resources, the capability of choosing the best schedule
gains importance. These observations are confirmed by
the interaction plot of VSS, reported in Fig. 3. It can
be seen that, when 12 = 0.5, a decrease in resources
availability causes a difficulty in implementing a proper
reaction to uncertain events; hence, the average value
of VSS decreases. When 12 = 0.75, instead, the trend is
opposite, that is, the average value of VSS increases as
the value of RC increases. This is due to the fact that, as
the network of activities tends to a serial structure, the
available options to correct the schedule decreases and,
consequently, being able to select the best schedule in
the early stages becomes more important.

It must be noticed that Figs. 2 and 3 report the
absolute value of VSS. A better understanding of the
magnitude of the influence for the two factors can be
obtained normalizing the value of VSS with respect to
the value of the objective function in the corresponding
recourse programming solution (RP). Normalized val-
ues are reported in Figs. 4 and 5. Basically this normal-
ization allows to consider the fact that, as the resource
availability decreases, the value of makespan increases.
In particular, Fig. 5 shows that, given /2 = 0.5, increas-
ing RC to 0.75 implies a reduction of the normalized
VSS of about 35% (from 0.001806 to 0.001170) while
reaching the same value of RC when 12 = 0.75 causes
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Main Effects Plot for Normalized VSS
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Fig. 4 Main effects plot for normalized VSS

an increase about 37% (from 0.000878 to 0.001202).
Hence, the influence of the two factors is comparable.
The values of VSS obtained in the experiments are
rather low. Hence, if VSS is used to measure the benefit
achievable using a stochastic programming approach,
the performance could be considered extremely poor.
However, VSS is an average value and, due to this,
the contribution of unfavorable cases causing a sig-
nificant increase of the makespan must be weighted by
their occurrence probability, which is usually low. To
highlight the magnitude of unfavorable cases, the last
column in Table 2 (Max Delta) reports the maximum
difference in the value of the makespan between the
stochastic programming (RP) and the expected value
approach (EV), together with the probability of the
associated scenario, in parentheses. It can be seen that
the maximum difference ranges between 2 and 4 weeks.
But due to the low occurrence probability, its impact on
VSS is not so large. It is clear that, even if VSS assumes
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Main Effects Plot for Solution Time(min)
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Fig. 6 Main effects plot for solution time

low values, being able to avoid a delay of 4 weeks in the
delivery of a product to a customer could have strong
impact on the performance of a production system.
Hence, the benefits of using a stochastic approach could
be important.

Column Solution Time in Table 2 reports the aver-
age, minimum, and maximum time needed to solve the
different instances. The results show a rather variable
solution time ranging between less than 1 min and some
hours. From Fig. 6, it can be noticed that the solution
time decreases as /2 increases and it is lower when RC
is low. A first explanation to this trend can be provided
linking the solution time to the number of possible so-
lutions that must be considered. In fact, as the network
of activities tends to a chain, the possible solutions are
less. A second explanation relies in the fact that, as
the RC increases, the makespan increases and, given
a larger time horizon, the number of variables in the
mathematical programming problem is larger too.

Finally, it must be noticed that the instances have
been solved using a commercial solver; hence, its per-
formance should only be used as an estimation of the
order of magnitude of the solution time. Ad hoc solu-
tion algorithms could be developed to reduce computa-
tional time. However, although the solution time could
reach the value of some hours, the application of the
approach is still viable due to the fact that production
plans are updated with a frequency of one or more
weeks.

5 Industrial case
To demonstrate the viability of the developed method
from a practical point of view, a real industrial envi-

ronment producing machining centers has been con-
sidered. A machining center is a computer numerical
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controlled machine integrated with an automatic tool
changer, and it often has equipment for pallet or part
handling (Fig. 7).

The assembling of a machining center is a rather
complex activity. A great number of components must
be assembled together onto the machining center struc-
ture. Some components are the main components of the
machining center, e.g., the spindle, the turning table,
the controlled axes, and their activation equipment.
Other components, like small mechanical components
(screws, nuts, clamps, lids, and so on), or components of
the pneumatic and hydraulic systems are considered an-
cillary. Moreover, most of the assembled components
must be electrically wired.

The assembling process of the machining center is
defined considering the assembling of the different
groups of components. Hence, each activity to be
planned represent a whole assembling phase whose ex-
ecution can take days. The precedence relations among
these assembling phases are defined identifying the
groups of components that must have been already
installed before the installation of another given group.

Even if a standard configuration for a machining
center type exists, changes frequently occur to satisfy
specific customer needs. Most of the machining centers
are frequently specifically designed for the customers,
and this is a common practice for European (and in par-
ticular Italian) machining center manufacturers. After
the customized parts have been completely designed, a
large set of components is assigned to external suppli-
ers, while only high precision manufacturing activities
for critical components are executed internally. At the
end, all the parts and ancillary components are assem-
bled together, tested, and then partially disassembled
and delivered to the customer.

Fig. 7 Machining center structure with preassembled compo-
nents installed
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To reduce the lead time, it is common practice that
the production of a machining center is planned or also
started even if the design of the customized parts is not
completed. Hence, when the production plan is devised,
the resource needs for some activities could be partially
unknown. This incomplete information is a significant
source of uncertainty which can have serious impact on
the performance of the production plan.

The stochastic programming approach developed in
Section 3.1 has been applied to plan the production of a
set of machining centers. A set of aggregate production
activities have been considered: structure preparation,
structure painting, assembling autonomous components,
assembling, wiring, testing, metrological testing, disas-
sembling, and delivery. The production activities for
a given machining center are executed by a group of
operators. The operators can be considered unspecial-
ized, since all of them are uniformly skilled to execute
all the different production activities. To model the
uncertainty related to the incomplete information, a set
of scenarios has been defined to represent the uncertain
resource requested to execute an activity. In particular,
scenarios have been defined only for the assembling
and wiring activities, being the most relevant and criti-
cal activities.

The scenarios are built over historical production
records through the following steps:

— Assingle type of machining center is considered, and
all the production records for that type are taken
into consideration.

— Production records for the assembling and wiring
are considered to compute the total amount of
working hours dedicated to these activities for
different machining centers.

— A triangular continuous distribution is fitted on
the data.

— For each of the two considered uncertain activities,
five scenarios are generated to represent the trian-
gular distribution. All the combination are consid-
ered using the same approach as in the previous
experiments on random generated instances.

The resource availability is defined considering the
average number of operators usually dedicated to the
production of a single machining center. The planning
horizon is about 30 weeks with the resolution of 1 week.

The stochastic programming approach is used to plan
the production of a single machining center with the
objective function to minimize the expected value of
the makespan and considering a definite availability of
the resources. This resembles the plan of the execution
of a new order considering the already existing load in
the production plan. First, the recourse programming
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Table 3 Qharacteristics of the I, 10
industrial instance and results L 0.67
Res 1
RU 1
RC 0.8
n 2 (20%)
RP 24.368
EEV 24.585
VSS 0.217

model is applied to devise the production plan and the
associated value of the objective function (RP). The
characteristics of the industrial instance are reported
in the upper part of Table 3. The bottom part of the
table summarizes the results of the application of the
stochastic approach and its evaluation to the industrial
instance. It can be noticed that this instance is quite
similar to the previous ones, except for the value of
RC which is greater than the maximum value of 0.75
considered before. However, the value of VSS is in line
with the previous results.

Besides this test, a comparison with a traditional
planning method has been done. First, the stochastic
model is solved to find the optimal production plan.
The plan is used to simulate the execution of each of
the considered orders. During the execution of the plan,
unexpected events occurs. At this occurrence, the plan
can be revised (i.e., another plan is defined taking into
account the changes in the resource request of the ac-
tivity). This is similar to the evaluation of the expected
value plan. The differences are that the executed plan
is the one obtained using the recourse programming
approach, and it is evaluated on the considered orders
instead of on the scenarios.

The same procedure has been applied using the
traditional planning approach. In this case, first a de-
terministic production plan has been devised consider-
ing the expected value of the triangular distribution.
Then, the execution of this production plan is sim-
ulated considering the same set of orders as before.

Table 4 Results

industrial Job order RP Det

(industrial case) T > >
J2 26 26
J3 24 24
J4 18 19
J5 29 29
J6 24 24
J7 18 18
J8 17 18
J9 27 28
Average 23.11 23.33

When uncertain activities occur, the plan is modified
accordingly.

The results of these last experiments are reported
in Table 4. For each of the considered real jobs
(orders), the value of the makespan in the stochas-
tic and in deterministic approach, found as described
above, are reported. The average makespan values
(both stochastic and deterministic), computed overall
the nine considered orders (J1, J2,..., J9), are pre-
sented in the last line of the table. It is possible
to notice that using a stochastic programming approach
leads to an average benefit (in terms of makespan
reduction) of about 1%. This improvement is rather
small, but looking at the single orders, it is pos-
sible to see that improvements are either 0 or 1
(week) that in percentage means 0% or something
between 3% and 6%, depending on the instance
makespan. Notice also that improvements different
from 0% happen in two cases over the nine con-
sidered, i.e., in about 22.2% of the cases. The
average computational time, for this set of orders, was
about 60 s.

Considering the solution time and the achievable
improvements (in the real context, a reduction in the
makespan of 1 week can prevent the company from
paying high delay penalty to the customer), the sto-
chastic approach seems to be a better tool, with respect
to the traditional mean value approach, to deal with
production planning in such an intricate context.

6 Conclusions

In this paper, a two-stage stochastic programming for-
mulation of the resource constraint project scheduling
problem was proposed as an approach for produc-
tion planning under uncertainty. One of the innovative
issues presented was the possibility of defining a two-
stage stochastic programming formulation where stages
are not a priori defined in time. The stochastic program-
ming approach was tested on randomly generated in-
stances and on an industrial case producing machining
centers.

The results on both random-generated instances and
industrial case show that the explicit consideration of
uncertainty through a stochastic approach can lead to a
non-negligible advantage in term of plan effectiveness,
with respect to a mean value approach. The side effect
is represented by computational time that could be
high. However, they remain affordable, considering the
usual updating frequency for production plans. More-
over, ad hoc algorithms can be developed to reduce
computational times.
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