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Abstract— Internet and internet users are increasinigqy by day.
Also due to rapid development of internet technolpgegcurity is
becoming big issue. Intruders are monitoring computnetwork

continuously for attacks.A sophisticated firewall with efficient
intrusion detection system (IDS) is required to pent computer
network from attacks. A comprehensive study of litenes proves
that data mining techniques are more powerful techoe to

develop IDS as a classifier. Performance of clagsifis a crucial

issue in terms of its efficiency, also number ofafere to be
scanned by the IDS should also be optimized. Instipiaper two
techniques C5.0 and artificial neural network (ANN) arutilized

with feature selection. Feature selection techniquesl discard

some irrelevant features while C5.0 and ANN acts adassifier to

classify the data in either normal type or one dfet five types of
attack.KDD99 data set is used to train and test thedels ,C5.0
model with numbers of features is producing bettesults with all

most 100% accuracy. Performances were also verifireterms of

data partition size.

Index Terms— Decision tree, Feature Selection, Insion

Detection System, Partition Size, Performance meaasu

. INTRODUCTION

Information or network security is becoming an imtpat
issue for any organization to protect data andrinégion in
their computer network against various types adcttwith
the help of an efficient and robust Intrusion D&tetSystem
(IDS). IDS can be developed using various maclhéaening
techniques. IDS act as a classifier which classitie data as
normal or attack. Classification is a process oftipg
different categories of data together. Classifarais one of
the very common applications of the data miningvirich
similar type of samples are grouped together iresdged
manner. Su-Yu Wua et al. [1] used SVM and clasiifn
tree to compares accuracy, detection rates and &déam
rate. The result show that C4.5 is superior to SNslccuracy
and detection but in false alarm rate SVM is bet&ang
Wang et al. [2] have proposed a new intrusion dietec
approach FC-ANN using fuzzy clustering and artificieural
network. The model gives effectiveness result f@t. Rind
U2R attacks in terms of accuracy. V. Balon Canddid.43]
proposed a new KDD winner
discretizations, filters and various classifiekg INaive Bayes
(NB) and C4.5 to develop robust IDS. The proposaskifier
gives high accuracy i.e. 99.45% compare to otliResla M.
Elbasiony et. al [4] have suggested hybrid techmigith
combination of random forest with k-mean algorithm.
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method consisting o

This hybrid framework achieves detection rates &alde
positive rates better than other techniques. Zubdaig et
al. [5] used supervised neural network and proposdgdork
intrusion detection model GMDH yields high attaehtettion
rule nearly 98%. Bin Luo et al. [6] proposed FASVB&sed
classifier that achieves a high generalization emu of
94.355 in validation experiment and average Mathews
correlation coefficient reaches 0.8858. In thislgta decision
tree technique: C5.0 and artificial neural netwg@ANN)
based techniques are explored in terms of partitine and
feature selection. C5.0 is comparatively new denidree
technique suggested by Quinlan. The performancthief
technique is better than its predecessor technitikedD3
and C4.5 suggested by Quinlan for many applicatidihe
techniques were used by many researchers in differe
problem domain for data classification and achievedy
high accuracy. On the other hand ANN is good di@ssi
which classify the data by presenting input-oufmit. EBPN

is most widely used ANN.

Il. MATERIAL AND METHODS

A. Material (Dataset)

For any machine learning techniques we need histiodiata

to be learned. Appropriate size of the data is ywaquired

to train and test the models. KDD99 Data set isnemision
related data with almost 50 lacks samples. Terep¢iaf this
data is publically available in UCI repository siier the
experimental purpose of the researcher’s. Thisrapti size

of data contains samples for all 22 classes. Adriglample
size data will require more computational resouvdaish are

not possible with simple desktop computers. Sdiuely low
sample size data of KDD99 (10% of KDD) is usedhis t
research work as raw material for developing a rhodes
data set contains about 5 million records as TCP/IP
connection with 41 features, some of which are itpidle
while others are continuous. Twenty two samples are
categorized into five broader categories along wihmal as
POS, R2L, U2R and Prob.

B. Methods

C5.0 is a decision tree based classifier develdpeéoss
Quinlan (rulequest.com/see5-info.html, 2010) andsitan
extension of C4.5. It automatically extracts clsation
rules in the form of decision tree from given tiag data.
C5.0 has many benefits over C4.5 in terms of timd a
memory space required, the tree generated by G5als0
very small as compared to C4.5 algorithm whichmatiely
improves the classification accuracy. ANN is anothiely
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best classifier and is able to mine huge amourdadé for
classification. They were originally developed lie ffield of
machine learning to try to imitate the neurophysiyl of the
human brain through the combination of
computational elements (neurons) in a highly irdanected
system. A neural network is composed of a setahehtary

computational units, called neurons, connected thege

through weighted connections. These units are @gdrn
layers so that every neuron in a layer is exclugizennected
to the neurons of the preceding layer and the suiesd layer.
Every neuron, also called a node, represents amamious
computational unit and receives inputs as a sefissgnals
that dictate its activation. Following activati@yery neuron
produces an output signal. All the input signalacte the
neuron simultaneously, so the neuron receives thareone
input signal, but it produces only one output sigkavery
input signal is associated with a connection weidtte
weight determines the relative importance the iggrial can
have in producing the final impulse transmittedtms/neuron.
The connections can be exciting, inhibiting or radtording

coefficients that, by analogy with the biologicabdel, are
modified in response to the various signals theatetr on the
network according to a suitable learning algorithm.

simple

I1l. MODEL DEVELOPMENT PROCESS

A process flow diagram for classification of intiws data is

depicted in Figl, this figure can be viewed as fdiffierent

parts: First is collection of 10% KDD99 data fronCU

repository site and labeling them according to Bedént

types of attack as data preprocessing. A total 3f,GR1

samples are then randomly divided into five diffégre
partitions in second phase as below:

Partition 1:
Partition 2:
Partition 3:

50% training and 50 % testing
60% training and 40% testing
70% training and 30% testing
Partition 4: 80% training and 20 % testing
Partition 5: 90% training and 10% testing
A random sampling of training and testing partitioray
produce different results in different runs. Besgult out of

to whether the corresponding weights are respdytivelO runs is considered for analysis of the model.

positive, negative or null.

Data Collection &
Preprocessing

Partition

Partitionl
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Figure 1. Process of Developing and Testing M odels using C5.0 and ANN Technique.

In third phase decision tree technique as C5.0 ANH

Where t_pos is the number of true positives, pothés

technique as EBPN are used to develop models usingmber of positive tuples (i.e. pos =t_pos + f)ne neg

Clementine software version 12.0 under
environment and i3 processor. Models are measuaregtins
of following statistical formulae as given below:

- Accuracy of a classifier on a given test set is the 2and specificity: pos o
percentage of test set tuples that are correctly ACcuracy = sensitivity == * speC|f|C|ty|:

classified by the classifier [8].

e Sensitivity is the proportion of positive tuples that
are correctly identified. Sensitivity is also refst
to as true positive rate [8].

» Specificity is the proportion of negative tuples that
are correctly identified. Specificity is also
referred to as true negative rate [8].

These measures are defined as:
e . L pog
Sensitivity =—=——
pos
Specificity :U—f

ne

@)
)
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Windowss the number of negatives and neg is the number o

negative tuples (i.e. neg =f_pos +t_neg).
It can be shown that accuracy is a function of itigitg

neg
DoF+nEg)

®)

IV. RESULT AND DESCUSSION

Experimental work is carried out using Clementinetad
mining tool under windows environment for five difént
partitions. A confusion matrix for these partitidashown in
table | for C5.0 technique. Diagonal of the tallecase of
each partition clearly reflects that model is sifficient to
identify five different categories of samples withinimum
number of misclassification, say for example inecax
partitionl 195,581 samples are correctly classifiédoS
category while 15 samples under this category fafider

normal category. We can also observe that numbérs o
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misclassified samples are either changing due ttitipa

size. Similarly different partitions of data sets also applied
to ANN and confusion matrix obtained in this casshown in
table 1. One can observe from this table that rhésleot

performing well, samples related to U2R categoratbéck
are not well classified, and all the samples relate this
category falls in other category of attack .Sintjlanost of
the samples related to Probe category are disthtat other
categories. Situations are almost same in casdl otteer

partitions. However model will be better in ternfisaocuracy
but it will be not performing well in terms of othmeasures.

| SSN: 2231-2307, Volume-4 I ssue-3, July 2014

From table I, values of all parameters like t pdsué
positive), t neg (True negative), f_pos (False p@i and
f neg (False negative) are obtained for all fivassks i.e.
Dos, R2L, U2R, Normal and Probe. With the help lodvae
values we have then calculated error measuresriimstef
accuracy, sensitivity and specificity using fornmuttiscussed
in section Ill. Results are shown in table Il ahd
respectively for C5.0 and ANN. Results obtained raaly
promising and almost 100% .If we will observe tlable
minutely we can see that there is little variatiachse to
partition size, however C5.0 is performing bettemt ANN.

TABLEI. CONFUSION MATRIX OF DECISION TREE TECHNIQUE C5.0 AT TESTING STAGE
Partition Actual VsPredicted DoS R2L U2R Normal Probe
DoS 195,581 0 0 15 0
Partition1 R2L 6 523 1 18 4
50:50 UZR 0 3 10 9 1
Normal 12 1 6 48,767 6
Probe 79 0 0 23 1971
DoS 156,563 0 0 10 4
Partition2 R2L 1 441 1 12 3
60:40 U2R 0 2 9 7 0
Normal 8 1 5 39,028 6
Probe 54 3 0 13 1,574
DoS 117,460 0 0 7 1
Partition3 R2L 1 337 2 10 3
70:30 U2R 0 0 8 6 0
Normal 6 4 0 29,349 5
Probe 40 0 0 5 1,197
DoS 78,347 0 0 6 0
Partition4 R2L 0 214 1 7 1
80:20 U2R 0 0 4 6 0
Normal 3 1 1 19,465 3
Probe 21 1 0 3 780
DoS 39,338 0 0 6 0
Partition5 R2L 0 112 0 1 0
90:10 U2R 0 0 1 3 0
Normal 1 0 0 9,871 2
Probe 13 0 0 1 377
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TABLE II. CONFUSION MATRIX OF DECISION TREE TECHNIQUE ANN AT TESTING STAGE

b9

b9

Partition Actual VsPredicted DoS R2L U2R Normal Probe
DoS 194,460 93 02 1,039 02
R2L 0 481 0 71 0
Partitionl U2R 0 09 0 14 0
50:50 Normal 1 196 0 48,593 02
Probe 52 302 272 114 1,333
DoS 156,512 0 0 53 12
R2L 176 139 0 143 0
Partition2 U2R 10 0 0 8 0
60:40 Normal 87 23 0 38,926 12
Probe 06 0 0 104 1,534
DoS 117,416 0 0 45 o7
R2L 146 75 0 132 0
Partition3
U2R 05 0 0 09 0
70:30
Normal 56 13 0 29,283 12
Probe o7 0 0 62 1,173
DoS 77,910 68 0 375 0
R2L 0 189 0 34 0
Partition4
U2R 0 05 0 05 0
80:20
Normal 11 60 0 19,398 04
Probe 37 123 93 45 507
DoS 39,338 0 0 4 02
R2L 0 98 0 15 0
Partition5
U2R 01 02 0 01 0
90:10
Normal 02 19 0 9,840 03
Probe 20 01 20 96 254
TABLE II. VARIOUSMEASURESOF C5.0 MODEL AT TESTING STAGE
Partition Accuracy Sensitivity Specificity
Training:
. Dos R2L U2R Normal Probe Dos R2L U2R Norma| Probe DoS R2l 2R Normal | Probe
Testing
50:50 99.95 | 99.98 | 99.99 99.96 99.94 99.9 94.75 4348 9509 95.08 | 99.81| 99.99|  99.99 99.9] 99.
60:40 99.96 99.99 99.99 99.97 99.9 99.9 96.29 50.00 9599 95.74 98.85 99.99 99.99 99.97 99.
70:30 99.96 | 99.98 | 99.99 99.97 99.94 99.9 9547 5714 9509 96.38 | 99.85| 99.99|  99.99 99.9] 99.
80:20 99.97 99.98 99.99 99.97 99.97 99.9 95.96 40.00 9699 96.89 99.88 99.99 99.99 99.97 98.
90:10 99.96 | 99.99 | 99.99 99.97 99.97 99.9 99.]12 2500 9799 96.42 | 99.86| 99.99 100 99.97 99.5[9
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TABLEIIl. VARIOUSMEASURESOF ANN MODEL AT TESTING STAGE
Partition Accuracy Sensitivity Specificity
Training: Prob Norma | Prob Prob
DoS R2L U2R | Normal DoS R2L UZR DoS R2L U2R | Normal
Testing e | e e
99.8
50:50 99.52 | 99.77| 99.88 99.42 99.70 99.42 87/14 0 99/604.306| 99.89| 99.76 9 99.38 99.99
60:40 99.83 | 99.83| 99.99 99.78 99.93 99.99 30{35 0 99/673.319| 99.99| 99.99 100 99.81 99.99
70:30 99.82 | 99.80| 99.99 99.78 99.94 99.85 21/25 0 99/724.449| 99.31| 99.99 100 99.79 99.99
99.9
80:20 99.50 | 99.78| 99.89 99.46 99.69 99.43 8475 0 99/612.986| 99.76| 99.74 0 99.42 99.99
99.9
90:10 99.94 | 99.92| 99.95 99.72 99.71 99.98 86|73 0 99/764.966| 99.77| 99.95 5 99.71 99.99
V. FEATURE SELECTION selected feature subset on the performance ofifaitass a

Feature subset selection [9] is an important probie Weak side of the open-loop methods. The closed-loop
knowledge discovery, not only for the insight gairfeom methods called also the wrapper, performance hias,
determining relevant modeling variables, but also the classifier feedback methods, are based on theréesdlection
improved understandability, scalability, and, pbbsi using a classifier performance as criterion of deatsubset
accuracy of the resulting models. In the Featulection the ~Selection. The closed-loop methods will generafigvite a
main goal is to find a feature subset that produdgher better selection of subset, since they based owrhmited
classification accuracy. Feature selection [10] as 90l of optimal feature selection, which is promglithe best
optimization process in which one tries to find tiest feature classification. Feature selection technique wittdee raking
subset, from the fixed set of the original featusesording to 1S applied to select best feature subset. The sirfezture
a given processing goal and feature selectionri@jteithout  Selection procedure is based on evaluate of cleatin
feature transformation or construction. The existieature Power of individual features, then ranking such leated
selection methods depending on feature selectiiterion features, and eventually selecting the first bestatures. A
usedtwo main streams: first are open-loop methods arfefiteria applied to an individual feature could dfeeither of
second are closed-loop methods. The open-loopatsth the open-loop or closed-loop type. This is alstesebn an
also called the filter, present bias, or the frentl methods, assumption that the final selection criterion carekpressed
are based mostly on selecting features using betsless S @ sum or product of the criteria evaluated é&mheeature
separability criteria. These methods do not comsteeffect independently. We can expect that a single featiaree have
of the selected features on the entire processgwithm's @ low classification power. However, this featurbew put
performance. Instead, they select these featurestich the together with others may exhibit substantial claszion
resulting reduced data set has maximal betweers-cl&oWer. Features reduced in case of various pariimshown
separability, defined usually based on betweensctasd in table V .C5.0 with 36 number of features in cat80:10
between-class covariance (or scatter matrices) thag Partition is performing well with almost 100% acaay .
combination. Ignoring the effect of the
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TABLE V. FEATURE SELECTIONWITH C 5.0 AND ANN

Technique Partition Feature Aocuracy
Training Testing
50:50 41 99.94 99.93
60:40 41 99.94 99.93
70:30 41 99.94 99.94
C5.0 80:20 41 99.94 99.95
90:10 41 99.94 99.95
50:50 36 99.94 99.93
60:40 36 99.94 99.94
70:30 36 99.94 99.94
C5.0 80:20 36 99.94 99.94
90:10 36 99.95 99.95
50:50 34 99.93 99.91
60:40 34 99.92 99.91
70:30 34 99.93 99.92
C5.0 80:20 34 99.93 99.93
90:10 34 99.94 99.94
50:50 32 99.92 99.90
60:40 32 99.93 99.91
70:30 32 99.93 99.91
Cs5.0 80:20 32 99.93 99.92
90:10 32 99.94 99.93
50:50 41 99.11 99.12
60:40 41 99.69 99.68
70:30 41 99.67 99.67
ANN
80:20 41 99.12 99.13
90:10 41 99.38 99.40
50:50 36 98.76 98.76
60:40 36 99.30 99.31
70:30 36 99.24 99.25
ANN 80:20 36 98.99 99.00
90:10 36 99.03 99.06
50:50 34 99.15 99.16
60:40 34 98.98 99.01
70:30 34 99.01 99.04
ANN 80:20 34 99.23 99.25
90:10 34 99.36 99.36
50:50 32 98.87 98.88
60:40 32 99.02 99.02
70:30 32 99.01 98.99
ANN 80:20 32 99.01 98.99
90:10 32 98.48 99.49
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VI.CONCLUSION

Intrusion detection is necessary for transmissiérhuge
amount of data and information over public netwarid at
the same time security of data is important. Ireotd protect
data and information from various types of attackoael
intrusion detection system is required. This stexiylores use
of C5.0 decision tree technique and ANN techniqae t
classify intrusion data based on their partitioresiFive
different partitions are made to check the perforceaof
model after feeding KDD99 data set. A comprehensegeilt
show that C5.0 is performing better in case of O(partition
as error measures are almost near to 100% in Hss.c
Feature selection technique is also applied in ofbeth the
techniques. A comparative result proves that C%0 i
performing better than ANN and produces best reitiit 36
features.
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