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This paper proposes a speed control of Switched Reluctance Motor (SRM) supplied by Photovoltaic (PV)
system. The proposed design of the speed controller is formulated as an optimization problem. Ant Colony
Optimization (ACO) algorithm is employed to search for the optimal Proportional Integral (PI) parameters
of the proposed controller by minimizing the time domain objective function. The behavior of the pro-
posed ACO has been estimated with the behavior of Genetic Algorithm (GA) in order to prove the superior
efficiency of the proposed ACO in tuning PI controller over GA. Also, the behavior of the proposed control-
ler has been estimated with respect to the change of load torque, variable reference speed, ambient tem-
perature, and radiation. Simulation results confirm the better behavior of the optimized PI controller based
on ACO compared with optimized PI controller based on GA over a wide range of operating conditions.

� 2014 Elsevier Ltd. All rights reserved.
Introduction

Over the past decades, the Switched Reluctance Motors (SRMs)
have been the focus of several researches [1,2]. The SRM has a sim-
ple, rugged, and low-cost structure. It has no Permanent Magnet
(PM) or winding on the rotor. This structure not only reduces the
cost of the SRM but also offers high speed operation capability
for this motor. Unlike the induction and PM machines, the SRM
is capable of high speed operation without the concern of mechan-
ical failures that result from the high level centrifugal force. In
addition, the inverter of the SRM drive has a reliable topology.
The stator windings are connected in series with the upper and
lower switches of the inverter. This topology can prevent the shoot
through fault that exists in the induction and permanent motor
drive inverter [3,4].

Many techniques have been illustrated to deal with the speed
control of SRM. Fuzzy Logic Control (FLC) [5–10], Artificial Neural
Network (ANN) [11,12], robust controller [13], and adaptive control-
ler [14] have been employed to solve the problem of speed control of
SRM. Moreover, optimization techniques like Genetic Algorithm (GA)
[15], Particle Swarm Optimization (PSO) [16–18], Bacteria Foraging
[19–23] and BAT algorithm [24] have attracted the attention in
designing controller and speed control of various motors.

A new evolutionary algorithm known as Ant Colony Optimiza-
tion (ACO) algorithm is proposed in this paper to design a robust
speed control of SRM. ACO is multi-agent system in which the
behavior of each single agent, called artificial ant is inspired by
the behavior of real ants [25]. ACO has been successfully employed
to optimization problems in power system such as power quality
enhancement [26], optimal reactive power dispatch [27]. The fea-
ture of this technique is different from other method since it can
be implemented easily and flexible for many problems. Finally its
capability in avoiding the occurrences of local optima for a given
problem is achieved [28].

ACO is developed in this paper for controlling the speed of SRM
supplied by Photovoltaic (PV) system. ACO is used for tuning the PI
controller parameters to control the duty cycle of DC/DC converter
and therefore speed control of SRM. The design problem of the pro-
posed controller is formulated as an optimization problem and
ACO is employed to search for the optimal controller parameters.
By minimizing the time domain objective function representing
the error between reference speed and actual one, the system per-
formance is improved. Simulation results assure the effectiveness
of the proposed controller in providing good speed tracking system
over a wide range of load torque, ambient temperature and radia-
tion with minimum overshoot/undershoot and minimal settling
time. Also, the results assure the superiority of the proposed ACO
method in tuning controller compared with GA.

System under study

The system under study consists of PV system acts as a voltage
source for a connected SRM. The speed control loop is designed
using ACO. The speed error signal is obtained by comparing the
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Nomenclature

Nr and Ns number of rotor and stator poles respectively
q number of phases
Cr the commutation ratio
bs and br the stator and rotor pole arc respectively
I and V module output current and voltage
Ic and Vc cell output current and voltage
Iph and Vph the light generation current and voltage
Is cell reverse saturation current
Isc the short circuit current
Io the reverse saturation current
Rs the module series resistance
T cell temperature
K Boltzmann’s constant
qo electronic charge
KT (0.0017 A/�C) short circuit current temperature coeffi-

cient
G solar illumination in W/m2

Eg band gap energy for silicon
A ideality factor
Tr reference temperature
Ior cell rating saturation current at Tr

ns series connected solar cells
ki cell temperature coefficient
k the duty cycle of the Pulse Width Modulation (PWM)

VB and IB the output converter voltage and current respectively
Jt the objective function
KP and Ki the parameters of PI controller
n number of nodes
m number of ants
tmax maximum iteration
dmax maximum distance for each ant’s tour
b the relative importance of pheromone versus distance

(b > 0)
q heuristically defined coefficient (0 < q < 1)
a pheromone decay parameter (0 < a < 1)
qa parameter of the algorithm (0 < qa < 1)
so initial pheromone level
di distance between two nodes
u unvisited node
r current node
sij the pheromone trial deposited between node i and j by

ant k
gij the visibility and it equals to the inverse of the distance

(gij = 1/dij)
Tk the path effectuated by the ant k at a given time

Stator

Coils 
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reference speed and the actual one. The output of the ACO control-
ler is denoted as duty cycle. The schematic block diagram is shown
in Fig. 1.

Construction of SRM

The construction of a 8/6 (8 stator poles, 6 rotor poles) poles
SRM has doubly salient construction [14]. The windings of the
SRM are simpler than those of other types of motors, and winding
exists only on stator poles, and is simply wound on it with no
winding on the rotor poles. The winding of opposite poles is con-
nected in series or in parallel forming a number of phases, and
exactly half the number of stator poles, and the excitation of a sin-
gle phase excites two stator poles. The rotor has a simple lami-
nated salient pole structure without winding. SRMs have the
advantage of reducing copper losses while its rotor is winding.
Its stampings are made preferably of silicon steel, especially in
higher efficiency applications [29,30]. The construction of an 8/6
SRM is shown in Fig. 2.

Torque is developed in SRMs due to the tendency of the mag-
netic circuit to adopt the configuration of minimum reluctance.
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Fig. 1. The overall syste
The magnetic behavior of the SRM is highly nonlinear. The static
torque produced by one phase at any rotor position is calculated
using the following equations [30,31].
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Fig. 2. The SRM 8/6 poles construction.
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Co energy ¼W 0 ¼
Z

wðh; iÞdi ð1Þ

Static torque ¼ Tstatic ¼ dW 0
=dh ð2Þ

From Eqs. (1) and (2) a similar static torque matrix can be esti-
mated where current will give the row index and h will give the
column index as in [30,31]. The value of developed torque can be
calculated from the static torque look up table by using second
order interpolation method between the current value and h.

The value of actual speed can be calculated from the following
mechanical equations:

dx=dt ¼ ðTðh; iÞ � TmechÞ=J ð3Þ

where the speed error is the difference between the rotor and refer-
ence speed. The value of rotor angular displacement h can be calcu-
lated from the following equation:

dh=dt ¼ x ð4Þ

The angle d corresponding to the displacement of phase A in
relation to another phase is given by:

d ¼ 2p 1
Nr
� 1

Ns

� �
ð5Þ

The positive period of phase is determined by the following
equation:

duty period ¼ 2p 1
qNr

� �
Cr ð6Þ

Cr can be calculated by the following equation.

Cr ¼ 2p 1
br
� 1

bs

� �
ð7Þ

Duration of negative current pulses is depended on the stored
energy in phase winding. On running, the algorithm is corrected
by PI controller. This method is suitably with special range for turn
on angle. The parameters of SRM are shown in appendix.

Photovoltaic system

Mathematical modeling of solar cell is an important step in the
analysis and design of PV control systems. The PV mathematical
model can be obtained by applying the fundamental physical
laws governing the nature of the components making the system
[32].

To overcome the variations of illumination, temperature, and
load resistance, voltage controller is required to track the new
modified reference voltage whenever load resistance, illumination
and temperature variation occurs. I–V characteristics of solar cell
are given by the following equations [33,34]:

Ic ¼ Iph � Io e
qo

AKTðVcþIc RsÞ½ � � 1
n o

ð8Þ

Vc ¼
AKT
qo

ln
Iph þ Io � Ic

Io

� �
� IcRs ð9Þ

I ¼ Iph � Io e
qo

nsAKTðVþnsIRsÞ½ � � 1
n o

ð10Þ

V ¼ nsAKT
qo

ln
Iph þ Io � I

Io

� �
� nsIRs ð11Þ

where

Iph ¼
G

1000
Isc þ kiðT � TrÞ½ � ð12Þ
Io ¼ Ior
T
Tr

� �3

e
qoEg

AK
1

Tr
�1

Tð Þ
� �

ð13Þ

The module output power can be determined simply from

P ¼ V � I ð14Þ

PV system is used in this paper to power SRM. The parameters
of PV system are given in appendix.

DC–DC converter

Many converters have been used and tested; buck converter is a
step down converter, while boost converter is a step up converter
[35,36]. In this paper, a hybrid (buck and boost) DC/DC converter is
used. The equations for this converter type in continuous conduc-
tion mode are:

VB ¼
�k

1� k
Vph ð15Þ

IB ¼
k� 1

k
Iph ð16Þ

where k is the duty cycle of the Pulse Width Modulation (PWM)
switching signal. VB and IB are the output converter voltage and
current respectively. The Matlab/Simulink of PV system can be
simulated as shown in Fig. 3.

Objective function

A performance index can be defined by the Integral of Time
multiply Absolute Error (ITAE). Accordingly, the objective function
Jt is set to be:

Jt ¼
Z 1

0
tðjejÞdt ð17Þ

where e = wreference � wactual.
Based on this Jt optimization problem can be stated as: mini-

mize Jt subjected to:

Kmin
p 6 KP 6 Kmax

p ; Kmin
i 6 Ki 6 Kmax

i ð18Þ

Ranges of PI controllers are [0.001–20]. This paper focuses on
optimal tuning of PI controller for speed tracking of SRM using
ACO algorithm. The aim of the optimization process is to search
for the optimum controller parameters setting that minimize the
difference between reference speed and actual one.

Overview of ant colony optimization algorithm

The first ACO algorithm was introduced by Marco Dorigo [25].
The development of this algorithm was inspired by the observation
of ant colonies. The behavior that provided the inspiration for ACO
is the ants’ foraging behavior, and in particular, how ants can find
shortest paths between food sources and their nest. When search-
ing for food, ants initially explore the area surrounding their nest in
a random manner. While moving, ants leave a chemical phero-
mone trail on the ground. The pheromone quantity depends on
the length of the path and the quality of the discovered food source
[37]. An ant chooses an exact path in connection with the intensity
of the pheromone. The pheromone trail evaporates over time if no
more pheromone is laid down. Other ants are attracted to follow
the pheromone trail. Therefore, the path will be marked again
and it will attract more ants to use the same path. The pheromone
trail on paths leading to rich food sources close to the nest will be
more frequented and will therefore grow faster. In this way, the
best solution has more intensive pheromone and higher probabil-
ity to be chosen. The described behavior of real ant colonies can be



Fig. 3. Matlab/Simulink for PV system.
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used to solve optimization problems in which artificial ants search
the solution space by transiting from nodes to nodes. The artificial
ants movement usually associated with their previous action that
stored in the memory with a specific data structure [38]. The
pheromone consistencies of all paths are updated only after the
ant finished its tour from the first node to the last node. Every arti-
ficial ant has a constant amount of pheromone stored in it when
the ant proceeds from the first node. The pheromone that has been
stored will be evenly distributed on the path after artificial ants
finished its tour. The amount of pheromone will be high if artificial
ants finished its tour with a good path and vice versa. The phero-
mone of the routes progressively decreases by evaporation in order
to avoid artificial ants stuck in local optima solution [37,38]. The
ACO algorithm can be divided into the following steps:

Step 1: initialization
In this step, the following parameters (n, m, tmax, dmax, b, q, a, qa,

and so) of ACO algorithm are initialized.
The maximum distance for every ant’s tour dmax can be

calculated using the following equation:

dmax ¼max
Xn�1

i¼1

di

" #
ð19Þ

di ¼ jr �maxðuÞj ð20Þ

Step 2: provide first position
Generate first position randomly; the first node will be selected

by generating a random number according to a uniform distribu-
tion, ranging from 1 to n.

Step 3: transition rule
The probability for an ant k at node i to choose next node j can

be expressed as:

Pk
ijðtÞ ¼

sijðtÞ
� �a gijðtÞ

h ib

P
ij2Tk sijðtÞ

� �a gij

h ib ; i; j 2 Tk ð21Þ
Step 4: local pheromone updating
Local updating pheromone is different from ant to other

because each ant takes a different route. The initial pheromone
of each ant is locally updated as shown below.

sijðt þ 1Þ ¼ ð1� qÞsijðtÞ þ qso ð22Þ

Step 5: fitness function
After all ants attractive to the shortest path that having a stron-

gest pheromone, the best solution of the objective function is
obtained.

Step 6: global pheromone updating
Amount of pheromone on the best tour becomes the strongest

due to attractive of ants for this path. Moreover, the pheromone
on the other paths is evaporated in time. The pheromone level is
updated by applying the following equation:

sijðt þ 1Þ ¼ ð1� aÞsijðtÞ þ aDsijðtÞ ð23Þ

Step 7: program termination
The program will be terminated when the maximum iteration is

reached or the best solution is obtained without the ants stagna-
tions. The proposed procedure steps are shown in Fig. 4. The
parameters of ACO are shown in appendix.
Results and simulations

In this section, the superiority of the proposed ACO algorithm
over GA [39,40] in designing PI controller for speed control of
SRM is illustrated. Fig. 5 shows the variations of objective function
with two optimization techniques. The objective functions
decrease monotonically over generations of ACO and GA. More-
over, ACO converges at a faster rate (35 generations) compared
with GA (50 generations). Also, computational time (CPU) of both
algorithms is compared based on the average CPU time taken to
converge the solution. The average CPU for ACO is 32.1 s while it
is 43.9 s for GA. The mentioned CPU time is the average of 10



Table 1
Comparison between ACO and GA.

KP Ki Average settling
time (s)

Average percentage
over shoot

ACO 0.0349 8.0125 0.057 16.13
GA 0.0126 8.6354 0.063 17.02

Initialization; Insert parameters, control 
limits and initial pheromone

Start

Generate the initial position randomly of 
each ant

Max iteration is 
reached

Apply local pheromone updating rule

Apply state transition rule

Stop
Yes

No

Fitness function evaluation

Apply global pheromone updating rule

Fig. 4. Flow chart of the proposed ACO algorithm.
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executions of the computer code. The proposed ACO and GA are
programmed using MATLAB 7.1 with Intel(R) Core(TM) I5 and
4.00 GB of RAM. Table 1 shows the parameters of PI controller,
average settling time, and average percentage overshoot based
on two optimization techniques. It can be seen that the time
domain characteristics for ACO are smaller than GA. Hence, com-
pared with GA, ACO greatly improves the time domain characteris-
tics of SRM.
Response under step change in load torque

Fig. 6, shows the step change in load torque of SRM. The speed
response and control signal for this case are shown in Figs. 7 and 8
respectively. These figures indicate the capability of the ACO in
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Fig. 5. Change of objective function for different optimization techniques.
reducing the settling time and system oscillations over GA. More-
over, the actual speed tracks the reference speed rapidly. The set-
tling time is approximately 0.06, and 0.064 s for ACO and GA
respectively. Hence, the proposed ACO is capable of providing suf-
ficient speed tracking compared with GA.

Response under variable reference speed and load torque

In this case, the system responses under variation of reference
speed and load torque are obtained. Fig. 9 shows the variation of
the load torque as an input disturbance while the parameters of
PV system are constant. Moreover, the system responses for differ-
ent controllers are shown in Figs. 10 and 11. It is clear from these
figures, that the proposed ACO algorithm outperforms and outlasts
GA in controlling the speed of SRM and reducing settling time
effectively. Therefore, compared with GA based controller, ACO
based controller greatly enhances the system performance.

Response under variable load torque, reference speed and PV
parameters

In this case, variations of load torque, reference speed and PV
parameters are applied. Fig. 12 shows the change of load torque,
radiation and temperature respectively. Moreover, the system
responses for both controllers are shown in Figs. 13 and 14. It is
clear from these figures, that the proposed ACO is more efficient
in improving speed control of SRM compared with GA. Also, the
proposed controller has a smaller settling time and system
response is quickly driven with the reference speed. Thus, the
potential and superiority of the proposed ACO over GA is
demonstrated.

Robustness and performance indices

To demonstrate the robustness of the proposed controller, three
different performance indices are used. These indices are: The Inte-
gral Absolute value of the Error (IAE), the Integral of the Square
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Fig. 6. Step change in load torque.
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value of the Error (ISE), and the Integral of the Time multiplied
Square value of the Error (ITSE). It is worth mentioning that the
smaller the value of these indices, the better the system response
in terms of time domain characteristics. Numerical results of per-
formance robustness for variations of load torque, reference speed,
and PV parameters are listed in Table 2. It can be seen that the val-
ues of these indices corresponding to ACO are smaller compared
with those of GA. This demonstrates that the overshoot, under-
shoot and settling time are reduced by applying the proposed
ACO based controller.

Conclusions

In this paper, a novel method for speed control of SRM (8/6
poles) is proposed via ACO. The design problem of the proposed
controllers is formulated as an optimization problem and ACO is
employed to search for optimal parameters of PI controller. By
minimizing the time domain objective function in which the differ-
ence between the reference and actual speed are involved; speed
control of SRM is improved. Simulation results emphasis that the
designed ACO based PI controller is robust in its operation and
gives a superb performance for the change in load torque, reference
speed, radiation and temperature over GA based PI controller.
Besides the simple architecture of the proposed controller, it has
the potentiality of implementation in real time environment.
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Table 2
Values of performance indices.

Performance index

IAE ISE ITSE

ACO 12.0937 19.1421 72.1439
GA 13.3529 20.9312 76.3588
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Appendix

The parameters of the studied system are as shown below:

(a) SRM parameters: Ns = 8, Nr = 6, rating speed = 13,700 r.p.m,
Cr = 0.8, q = 4, phase resistance of stator = 17 ohm, phase
inductance of aligned position = 0.605 H, phase inductance
of unaligned position = 0.1555 H, step angle = 15�.

(b) PV parameters: A = 1.2153; Eg = 1.11; Ior = 2.35e�8; Isc = 4.8;
Tr = 300; K = 1.38e�23; ns = 36; qo = 1.6e�19; ki = 0.0021.

(c) Genetic parameters: max generation = 100; population size =
50; crossover probabilities = 0.75; mutation probabilities =
0.1.

(d) ACO parameters: n = 10, m = 5, tmax = 5, dmax = 49, b = 2,
q = 0.6, a = 0.1, qa = 0.6, so = 0.1.
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