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not be applied for all cases. Furthermore, we provide the correct application of HPM for LP
problems. The proposed method has a simple and graceful structure. Finally, a numerical
example is displayed to illustrate the proposed method.
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1. Introduction

Experiential surveys show that linear programming (LP) is one of the most important techniques in applied mathematics.
Many real-world problems can be transformed to linear programming model. Hence this model is an indispensable tool in
today’s applications such as energy, military, transportation, manufacturing, etc. There are many methods for solving LP (see
[1] and references therein). Recently, Mehrabinezhad and Saberi-Nadjafi [2], presented a new method to solve LP based on
the homotopy perturbation method (HPM). HPM was first proposed by He in 1998 [3] and was further developed and im-
proved by him (see, [3-7] and the references therein). He, presented a homotopy perturbation technique based on the intro-
duction of homotopy in topology, coupled with the traditional perturbation method for the solution of algebraic equations.
This technique provides a summation of an infinite series with easily computable terms, which converges rapidly to the solu-
tion of the problem. In the literature, various authors have successfully applied HPM for many kinds of different problems
such as nonlinear partial differential equations [8,9], nonlinear integral and integro-differential equations [10-12], fractional
IVPs [13], nonlinear systems [14] and also linear systems [15,16]. For details of the number of publications on HPM according
to web of science, we refer to |7, Fig. 1].

In this paper we study the homotopy perturbation method and point out some problems in the article [2]. Furthermore,
we use HPM for solving linear programming (LP) problems under unrestricted variables. This paper is organized as follows.
In Section 2, we present some notations and a brief review of the homotopy perturbation model for solving linear system. In
Section 3, we point out the problems of the mentioned paper. In Section 4, we introduce application of HPM for LP under
unrestricted variables with some examples.
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2. Homotopy perturbation method (HPM) for linear systems

Consider the following linear equation:
Ax =D,
where,
A=[ag], b=1[b] x=[], i=12,...,n j=12,...,n

Let L(u) =Au - b and F(u) = u — wo, where wy is a known vector.
Then we define homotopy H (u,p), as follows:

H(u,p) = (1 - p)F(u) + apL(u) = 0,
where p €[0,1] is an embedding parameter and « is non-zero auxiliary parameter.
Obviously, we will have;
H(u,0) = F(u),
H(u,1) = L(u).

(2.1)

(2.2)

(2.3)
(2.4)

According to the HPM, we can first use the embedding parameter p as a small parameter, and assume that the solution of Eq.

(2.1) can be written as a power series in p:
U= U +puy +p*up+---

and the exact solution is obtained as follows:

00

x=limu =lim(uy +pu, +p*u +p>us +--) =Y u;.
Lim pﬂl(o puy +p i +pus );1

Putting Eq. (2.5) into Eq. (2.2), and comparing the coefficients of identical degrees of p on both side, we find,

p° U =wo
pl:(0A—Dug+uy —wo—ab=0, u;=ab— (¢A—Iug+wp,
PP i(A—Duy +u; =0, up=—(0A-Duy,

And in general,
unJrl:_(aA_I)um n:1727"-
Taking uo = wo = 0, yields:

u; =ab
Uy = —(0A — Dy = — (A — I)(ath),
Uus = —(0A — Iup = (oA — 1)*(ab),

;Jnﬂ = —(0A = Dup = (—1)"(2A - I)" (eub)

Therefore the solution can be of the form,

(—1)(0A — I)'(0tb).

“

Il
o

X =
1

The convergence of the series (2.7), when o = 1 is proved for diagonally dominant matrix A (see [2]).

3. Counter example

(2.5)

(2.6)

(2.7)

In this section, we point out an error in an algorithm that appeared in [2]. Consider the following linear programming

with m constraints and n variables;

Min z=CXx,
st: Ax=Db,
X > 0,

where C = [¢j] is a n vector and rank(A, b) = rank(A) = m.

(3.1)



H. Saberi Najafi, S.A. Edalatpanah / Applied Mathematical Modelling 38 (2014) 1607-1611 1609

The corresponding dual of above LP is;

Max y = wb,
st: wWA+v=C(, (3.2)
v=0.

Based on strong duality and Karush-Kuhn-Tucker (KKT) optimality conditions, Mehrabinezhad and Saberi-Nadjafi [2], trans-
formed LP to following linear system and solve it, by HPM:

BX = d, (3.3)
where,
Wmn O O \
0w Apm (D )
B— ( nxn nxm nxn , X= wh , d= |t
Crn (D)o O)yn y o

(O)n—l xn (O)n—l xm (O)n—l xn

This method is an interesting algorithm for solving linear programming. However, the main problem is, the solution of (3.3),
does not guarantee that x, v are nonnegative. Therefore, the solution of mentioned method is not true for solving LP, nec-
essarily. The following example is given to show this matter.

Example 3.1. Consider the following LP problem (P), and its corresponding dual problem (D),

(P)Min  z = 2xq + 3Xy,
st: —2X1 +Xp = 1.,

X1,Xp = 0.
(D)Max y=w,
st: 2w+ v =2,

W+ vy =3,

v, = 0.

These problems are solved by Lingo software and the following values are obtained:
X = (x3,x3) = (0, 1),
(w*,v*) = (W', 03, v5) = (3,8,0),

=y =3.
But by the mentioned method [2], after some simple manipulations we have the following system of linear equations,
1 -1 0 0 0][x -1
2 1 10 0fx 0
00 1 -1 ofjw|l=|-1
0 0 0 0 O] 0
0 0 1 0 1]|w» 1

where, the second equation is the KKT condition. By considering ten terms of series (2.7), the solution of the above system
will be obtained as (x1,x2,w,vq,72) =(-0.5,0,—1,0,3.9220). Since the exact solution by Matlab software is
(X1,X2,W, v1, 5) = (—0.5,0,—1,0,4), this is a good approximation for above linear system. However, x; is not nonnegative.
Therefore, the method cannot obtain the optimal solution for above linear programming.

4. Correct application of HPM for solving LP problems

In this section we present the correct application of HPM for LP problems, i.e., the solution of LP problems under unre-
stricted variables.

Consider the following primal LP problem under unrestricted variables;

Min z=CX,
s.t: AX=Db, (4.1)
X free,

where C = [¢j] is a n vector and rank(A,b) = rank(A) = m.



1610 H. Saberi Najafi, S.A. Edalatpanah / Applied Mathematical Modelling 38 (2014) 1607-1611

The corresponding dual of above LP is;

Max  y=wb,
s.t: wA =C,
w  free.

Furthermore, based on strong duality, when y, x are optimal solutions of (4.1) and (4.2), we have

wb = Cx.
Therefore, we can transform linear programming (4.1) and (4.2) to the following systems:
HY =g,
where,
(P O\ b
He| O @ | V= () &=
Oran )i (0)1.1
Instead of the system (4.3), we solve the following column-padded (m +n+ 1) x (m+n+ 1) linear system:
HY =g,
where,

_ Y
H= [H (0)(m+n+1)x1]7 Y= |:(O)] 1:|7 g=&

Now, we can solve (4.5) based on HPM introduced in Section 2.

Example 4.1. Consider the following LP problem (P), and its corresponding dual problem (D),
(P)Min Z=5X; +X;
s.t: 4xX, +3x, =1,
X; +2X; =4,
X1,X, free.
(D)Max y=w; +4w,
s.t: 4w +wy =5,
3wy + 2w, =1,
wy,w, free.

These problems are solved by Lingo software and the following values are obtained:
X = (x»{sxz) = (_273)7
w' = (wj,w;) = (1.8,-2.2)
=y =-T.

(4.2)

(4.3)

(4.4)

Now we use HPM to solve the above example. To have a square matrix, based on (4.6), one zero column vectors is appended

to the right side of the matrix H.
After some simple manipulations we have the following system of linear equations,

1 3/4 0 0 0][x 1/4

12 1 0 0 0f|x 2
0 0 1 1/4 0||w|=|5/4
0 0 32 1 0||w 1/4
5 1 -1 -4 0]|0 0

By considering ten terms of series (2.7), the solution of above system will
(X1,X2, W1, W,) = (—1.9852,2.9778,1.8859, —2.5807), which is a good approximation for optimal solutions.

5. Conclusions

das

In this paper, we have applied He’s homotopy perturbation method (HPM) for linear programming (LP) problems. We
have shown that the model of [2] cannot be applied for all cases. Finally, a numerical example is displayed to illustrate

the proposed method.
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